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ABSTRACT

The determination of dissolved organic carbon (DOC) using flow injection analysis (FIA)

was initially achieved through an FIA method described by (Koshy et al., 1992). Their

method involved the photochemical oxidation of DOC using persulfate and the gas

diffusion of the carbon dioxide which was measured spectrophotometrically. The above

method was reported to suffer from chloride interference when saline samples were

analyzed.

This thesis presents the results of a research into the interference by chloride on the

measurement of DOC using a modified FIA method based on the one described by

(Koshy et al., 1992). The work began in the middle of 1997 after considering the

importance of DOC as a water quality parameter and the lack of a cheap and reliable

method for DOC determination in the South Pacific. Furthermore, it became apparent that

there was a need for a baseline study of DOC in the Suva lagoon given the input of

organic substances from land based sources via the rivers streams, creeks, storm water

outlets and the Kinoya sewage outfall into the lagoon.

By preparing corresponding concentrations of inorganic carbon (IC) in distilled deionized

water (DDW) and in the 35%o NaCI solution (to simulate seawater) and analyzing them

on the modified FIA method, it was established that chloride interfered with the

measurement of DOC even with the modified FIA method. The interference by chloride

(%CU) was found to be masked by IC to levels as low as 1% in the presence of IC

concentrations greater than 8mg/L. The masking effect of IC on chloride interference was



facilitated by the rapid decrease in the ratio of chloride to IC as the concentration of IC

increased. Because of the generally high levels of IC (near 20mg/L) in estuarine and

coastal waters (Manahan, 1994), the masking effect of IC on chloride interference was

incorporated to the modified FIA method.

With respect to the specific objectives of this project, attempts were made to eliminate or

minimize chloride interference using a reduced oxidant (50% oxidant strength solution)

boosted with a catalyst (T1O2), a reducing agent (NH2OH.HCI:

Hydroxyiaminehydrochloride) and a micro-porous tubing (Accurel PP Type S6/2 0.2um

pore size; Enka). When the catalyst was used with the reduced oxidant (50% oxidant

strength solution) it raised the DOC recovery back to 100%. Unfortunately, the

interference by chloride was also increased in the range of 12% to 5 1 % greater than the

levels of chloride interference observed with the 100% oxidant strength solution alone.

NH2OH.HCI reduced the chloride signal by 81±3% on its own. In the presence of carbon

(IC or DOC), the interference by chloride was reduced in the range of 80% to 98%. On

the other hand, chloride interference was reduced by the micro-porous tubing by an

average of 95%. It was apparent that the masking effect of IC on chloride interference

was comparable to the minimization capacities of the reducing agent and the micro-

porous tubing. Furthermore, the choice to utilize the masking effect of IC in the

determination of DOC in estuarine and coastal waters did not alter the configuration of the

modified FIA method.
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The FIA method was found suitable for the determination of DOC in estuarine and coastal

waters because it has a reasonably high carbon recovery of 98+9%, sample throughput

of 60 samples per hour and a method detection limit (MDL) of 0.8mg/L (DOC). The

carbon recovery of the modified FIA method described in this work was comparable to the

carbon recoveries of a similar FIA method for DOC determination and a Beckman high

temperature combustion instrument reported by (Koshy etal., 1992). The MDL (0.8mg/L)

of this modified FIA method made it suitable for the measurement of DOC in most

estuarine and coastal waters because of the organic input from the land and the level of

productivity in these types of waters. Moreover the interference by chloride on the

measurement of DOC could be controlled in the FIA method described in this work.

The baseline study of DOC indicated that the organic discharge from the greater Suva

land mass through the rivers, creeks, storm water outlets and the Kinoya sewage outfall

significantly contributed to the DOC present in the Suva lagoon. The assertion was

substantiated by the wide variation of DOC in each site on each day of sampling. The

detectable DOC levels in the Suva lagoon in the period of study varied from 0.8mg/L to

35mg/L. The trend observed in the short period of study was that the levels of DOC in the

sites monitored could be doubled or tripled when the Suva area experienced an average

rainfall as low as 0.1mm in the three days prior to sampling. The modified FIA method

described in this work could be used for the long term monitoring of DOC in the Suva

lagoon and predictions could be made on the lagoon's DOC budget.



CHAPTER 1

INTRODUCTION

1.1 Dissolved Organic Carbon (DOC)

Carbon is the link between the inorganic environment and the living

organisms. The carbon cycle basically illustrates the interchange of carbon

between the atmosphere, hydrosphere, biosphere and the lithosphere

(Stumm & Morgan, 1981). The focus of this thesis is the dissolved organic

carbon (DOC) in natural waters, specifically marine and estuarine waters. In

natural waters, the total organic carbon (TOC) is composed of particulate

organic carbon (POC) and DOC. In most of these waters, the concentration

of DOC is greater than the concentration of POC. For example, in the sea,

the concentration of DOC surpasses POC by a factor of 50-100% (Robards

era/., 1994).

DOC in natural waters is usually made up of fatty acids, carbohydrates,

amino acids, hydrocarbons, hydrophilic acids, fulvic acids, humic acids,

viruses and clay-humic-metal complexes (Thurman, 1985, Libes, 1992 and

Robards ef a/., 1994). DOC is operationally defined by most analysts as the

organic fraction that passes through a 0.45nm Millipore filter (Thurman,

1985) although DOC had been argued by (Jackson, 1988) to include POC. In

this work, DOC would refer to the organic fraction that passes through a



0.45nm Millipore filter. The above argument probably arose from the difficulty

in establishing the difference between particulate and dissolved organic

carbon.

About 10% of DOC in most natural waters is made up of colloids. These

colloids are basically large assemblages of humic acids with very large

molecular weights of the order of 2,000 -100,000 (Thurman, 1985 and Chen

& Wangersky, 1993). The colloids can be separated from water by cross-flow

ultrafiltration or other methods resulting in a number of sizes and molecular

weights (Guo ef a/., 1995).

In fresh water bodies, DOC levels can be a few mg/L or occasionally in bogs

and swamps, it could be as high as 50mg/L (Stumm & Morgan, 1981). In

oceanic waters, DOC levels vary around 0.5mg/L, but can also be as high as

20mg/L in coastal waters and at the continental shelf (Riley & Chester, 1971

and Stumm & Morgan, 1981). The thin layer at the interface of seawater and

the air (microlayer, <1|o.m in thickness) has a concentration range of DOC

from 1.4 to 18mg/L The DOC in the microlayer results from the high level of

biological activity prevalent in it and the microlayer behaves like a

polysaccharine - protein complex (Cauwet, 1976 and Ogura, 1976).

The actual concentration of DOC in an aquatic body will depend on the net

productivity in terms of phytoplankton exudation and lysis, animal excretion

and anthropogenic imports (rivers, industrial effluents, sewage outfalls etc.)



over outflow factors like uptake by organisms, biodegradation and

sedimentation (Stumm & Morgan, 1981 and Libes, 1992). On the other

hand, current movements and geochemical processes like sorption/partition,

precipitation, volatilization, oxidation/reduction (both chemical and

biochemical) and compiexation within a water body will also affect the DOC

concentration at a particular site (Thurman, 1985).

1.2 DOC in the Ocean

The total DOC in seawater is estimated at 1018g, which is equivalent to a

concentration of 0.7mg C/L (Riley & Skirrow, 1975) and is a major reservoir

of organic carbon (Robards et a/., 1994 and Strom ef a/., 1997). In coastal

waters, because of increased phytoplankton activity and the input from land,

DOC values can be as high as 20mg/L (Riley & Chester 1971). However, in

estuaries, the concentration of DOC is about 10mg/L in the absence of any

obvious input from the land (Head, 1976).

Terrestrial DOC can be transported to the ocean by wind, rivers or sediment

pore run off and surface run off via storm water outlets and creeks. Rivers

are by far the most prolific channels of DOC to the ocean, albeit the

argument that the majority of DOC in the ocean is produced in situ (Thurman,

1985 and Libes, 1992). The above argument was based on the observation

that rivers generally have low average annual DOC fluxes of 1.1x108g C/year

with DOC levels in the range of 1-20mg/L (Libes, 1992). However, in areas of

tropical climate where black water rivers are found, DOC concentrations may
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range from 10 to 30mg/L. Furthermore, the DOC concentrations of rivers are

not significantly affected by changing river discharges (Thurman, 1985).

The in situ production of DOC is led by the phytoplanktons via exudation and

cell lysis (Lancelot, 1984, Lee & Wakeham, 1988, Libes, 1992 and Lee &

Henrichs, 1993). The role of phytoplanktons in DOC production is also

important in other natural water bodies like lakes, where such release is of

ecological significance because the DOC released provides a source of

energy to heterotrophic consumers and decomposers (Stumm & Morgan,

1981). The release of DOC by phytoplanktons is also considered to be a

functional response of individual cells to changes in environmental conditions

(Sundh, 1991). In addition to phytoplanktons, planktonic grazers like

copepods and protist grazers also contribute to DOC production via excretion

(Strom et a/., 1997). Other marine organisms also excrete DOC via their

wastes and the decomposition of their dead bodies by microorganisms like

bacteria and fungi (Lee & Wakeham, 1988, Lee & Henrichs, 1993 and Jaffes

etal., 1996).

1.2.1 Anthropogenic sources of DOC in the ocean

DOC may be derived from degradation products of terrestrial plants and

animals, alternatively from sewage and industrial effluent, and are generally

transported to the ocean via rivers, streams, ocean sewage outfalls and

sediment pore waters (Robards et a/., 1994). Sewage input is by far one of

the major contributors of the organic load to coastal seawaters. Sewage
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effluents will usually contain wastes from domestic, commercial and food

processing sources (Manahan, 1994). The concentration of TOC in marine

waters receiving domestic and industrial sewage wastes occasionally exceed

100mg/L (Kennish, 1997). This is an alarming concentration because normal

marine waters will generally have low DOC concentrations of a few

milligrams per litre (Stumm & Morgan, 1981).

The amount of DOC transported via rivers to the ocean will depend on the

activities in the rivers and on their banks, for example, agriculture, raw

sewage dumping, logging, soil erosion and dredging. The transport of the

DOC originating from such activities to the sea can be accelerated by rain

(Clair & Ehrman, 1996). Consequently, DOC from these anthropogenic

sources can offset the natural balance resulting in a host of problems to the

water body (see section 1.2.8).

1.2.2 The major components of DOC

Molecular weight distribution studies had shown that DOC has a number of

different fractions (Guo ef a/., 1995). However, not all the

components/fractions of DOC can be identified and quantified easily in a

routine laboratory procedure. The analytical difficulties associated with DOC

identification and quantification in the sea are consequences of low DOC

levels, interference by salt ions, complexities of some of the DOC

components and their inherent chemical inertness (Libes, 1992). Because of

the analytical difficulties associated with the measurement of individual



dissolved organic substances, bulk fractions like DOC and POC have been

defined and measured. Humic acids, carbohydrates and hydrophilic acids

have been identified as the major constituents of DOC ( Stumm & Morgan,

1981, Thurman, 1985 and Rashid, 1985).

1.2.3 Humic substances

Humic substances account for 40-60% of the total DOC in seawater (Stumm

& Morgan, 1981 and Thurman, 1985). Humic substances have been

operationally identified as the colored polyelectrolytic organic acids, with

carboxylic, hydroxyl and phenolic functional groups, which can be separated

from water on XAD resins (nonionic macroporous resins) (Thurman, 1985

and Robards ef a/., 1994). A similar distribution of DOC occurs in black

stream waters and the major components of DOC identified are humic and

fulvic acids, (Leff & Meyer, 1991). Figure 1 shows the typical structure of

fulvic acid. The humic fraction consists of fulvic, humic and humin acids that

can be separated at different pH levels. In aquatic bodies the humin fraction

is insignificant compared to the fulvic and humic fractions. The humic acids

can be precipitated from natural water samples by acidification to pH levels

less than two (Stumm & Morgan, 1981 and Robards ef a/., 1994). The

remaining water after acidification should have the fulvic fraction.

Humic acids have very little carboxylic groups compared to fulvic acids and

this is the main reason for the low solubility of humic acids (hydrophobic) in

seawater. Furthermore, humic acid molecules are two to ten times larger



than fulvic acids and also have long chains of fatty acids (C12 - Cia) and

these factors also contribute to the hydrophobic nature of humic acids. On

the other hand, fulvic acids generally have abundant hydroxy! and phenolic

groups (Thurman, 1985), which make them more soluble (hydrophilic) in

seawater.

The aliphatic content of marine humic substances is greater than that of

terrestrial humic substances and marine fulvic acids have very little or no

phenolic hydroxyl functional groups, (Thurman, 1985 and Rashid, 1985). The

aliphatic nature of marine humic substances make them less susceptible to

coagulation than terrestrial humic substances. The coagulation of terrestrial

humic substances is facilitated by the aromatic groups which have been said

to be susceptible to flocculation when exposed to high concentration of

electrolytes especially at a salinity range of 15 to 20psu (practical salinity

unit) (Thurman, 1985 and Libes 1992).

Terrestrial humic substances also contribute indirectly to the formation of

marine humic substances by biologically conditioning the seawater, which

can result in the high production of phytoplanktons (Prakash ef al., 1973).

Quinones, the aromatic constituents of terrestrial humic substances are

responsible for the growth of phytoplankton (Prakash et al., 1973).

Researches by a number of workers have confirmed the positive effect of

terrestrial humic substances on the productivity/growth of coastal

phytoplankton communities (Fernandez, 1968, Lee & Bartlett, 1976 and

Carlsson, 1999). Consequently, a larger number of phytoplankton will





1.2.4 Carbohydrates

Carbohydrates account for 5-10% of the DOC, in seawater (Thurman, 1985).

All forms of planktonic cells (phytoplankton and zooplankton) consist of 10-

70% carbohydrate and the DOC they release to the water column has a 30%

component as carbohydrate (Hellebust, 1965, Burney et at., 1981, Ittekot er

a/., 1981, Mopper ef a/., 1995 and Strom ef a/., 1997). The contribution by

carbohydrates to DOC has not been considered significant in the past

because of the insensitive analytical techniques used for their measurement.

The carbohydrates identified were predominantly polysaccharides (Thurman,

1985 and Strom ef a/., 1997). Carbohydrates are highly reactive substrates

and they support heterotrophic metabolism (Skoog & Benner, 1997).

1.2.5 Hydrophilic acids

Apart from fulvic and humic acids, there is another subclass of humic

substances known as hydrophilic acids. Hydrophilic acids are organic acids

that cannot be retained by the XAD resins at pH 2 (Thurman, 1985). The

hydrophilic acid component of humic substances is a mixture of simple and

complex acids. The range of acids could be from simple fatty acids to

complex polyelectrolytic acids with numerous hydroxyl and carboxyl

functional groups (Thurman, 1985). In seawater hydrophilic acids, constitute

50% of the DOC (Thurman, 1985). However, since the hydrophilic acids have

been isolated only recently, very little is known about their structures and

chemistry.



1.2.6 Other components of DOC in the ocean

The metabolic activities of marine organisms also results in the production of

a range of biomolecules that form part of DOC in the ocean. These

compounds (biomolecules) include, hydrocarbons, lipids, carboxylic acids

and amino acids (Thurman, 1985, Stumm & Morgan, 1981, Rashid, 1985 and

Libes, 1992). These compounds usually constitute 10 to 20% of the total

DOC in most natural water bodies (Thurman, 1985 and Stumm & Morgan,

1981). The quantification and identification of these biomolecules are quite

difficult because of their very low concentrations in seawater. These

biomolecules can undergo biochemical and chemical condensation reactions

to form complex assemblages and eventually polymerize to form humic

substances (Rashid, 1985). Apart from these, there are other trace

compounds like aldehydes, sterols, organic bases, organic sulfur

compounds, alcohols, ketones, ethers, chlorophyll and other pigments, and

organic contaminants (Thurman, 1985) that are present as DOC in estuarine

and marine coastal waters.

1.2.7 The ecological role of DOC in estuarine and marine waters

DOC plays an important role in the blogeochemistry of any aquatic system

because it is a component of the total carbon which is cycled through

organisms, the water body, sediments and plants (Stumm & Morgan, 1981).

Therefore the bulk analysis of water for DOC is essential for the overall
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understanding of the production-decomposition cycle and the spatial

temporal variability of DOC in an aquatic system (Robards ef a/., 1994).

The tissue of all the plants and animals in the marine and estuarine waters

have significant amounts of carbon. The carbon is taken in by the organisms

primarily in the dissolved state. In other words, DOC in aquatic ecosystems

provides energy and carbon for the metabolism of heterotrophic bacteria plus

some species of phytoplankton which can subsist heterotrophically on

dissolved organic substrates (Riiey & Chester, 1971 and Volk et al., 1997).

Marine organisms also release DOC compounds to control some aspects of

their environment. The released compounds can function as toxins to repel

predators and competitors, neutralize toxins and to function as attractants for

mating (Sundh, 1991 and Libes, 1992).

DOC in the form of humic substances have phenolic, hydroxyl and carboxylic

groups that can chelate with toxic metal ions like Hg2+, A l 3 t and Pb2+

(Manahan, 1994). When toxic metals bind to DOC, their toxicity is reduced.

This is because dissolved metal ions (free metal ions) are more toxic

compared to their complexed form (Barber & Ryther, 1969, Campbell &

Meadows, 1988 and Chin & Benoit, 1997). For example, it has been shown

that the molecular weight, functional group chemistry and the lability of

organic compounds have a controlling effect on the mercury cycling

processes such as methylation and volatilization (Chin & Benoit, 1997). In

aquatic systems, the complexation processes of metal ions by DOC also

results in the transport of the metal ions through the up take of the
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complexed DOC by organisms and the aggregation of DOC on participate

matter which eventually sink to the ocean bed (Stumm & Morgan, 1981).

The chelation of essential ions like Mg2*, Ca2+ and Fe2+ is another important

role of humic substances with respect to living systems in aquatic bodies like

the sea. In the chelated form, the essential ions can be taken in by living

organisms and furthermore, chelation prevents the essential ions from

precipitating.

DOC, primarily in the form of humic and fulvic acids, binds organic pollutants

such as phthalates and pesticides as in the case of heavy metals (Stumm &

Morgan, 1981). Humic acids have a greater affinity for hydrophobic

compounds than fulvic acids. In addition, unlike fulvic acids, humic acid's

binding ability is not affected by large changes in pH. This is because fulvic

acids are soluble throughout the entire pH range; therefore they are available

for binding with suitable meta! centers and organic pollutants (Fabrizo &

Jussi, 1997). The storage of DOC by marine plants also assist in moderating

the atmospheric concentration of the greenhouse gas carbon dioxide,

because DOC acts as a sink for carbon dioxide (Hansell, 1995). Thus the

longer the ocean retains CO2 in terms of DOC the better it is for minimizing

the greenhouse effect.
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1.2.8 The negative effects of DOC

The ultimate fate of DOC in an aquatic system is its oxidation to carbon

dioxide by bacteria, fungi, protozoan and animals present in water (Libes,

1992). Consequently, an excess of DOC might impose considerable demand

on the oxygen budget of the water bodies (Jackson, 1988 and Robards et a/.,

1994), seriously affecting water quality.

At 25°C and 1 atmosphere pressure, a water body will have an oxygen

content of 8.32mg/L, and this can be consumed by 7.8mg of organic matter

(Manahan, 1994). The above estimates are based on this equation, CH2O +

O2 -» COi + HzO, which is a representation of the DOC degradation

(Manahan, 1994). DOC concentration correlates positively with apparent

oxygen utilization (Hung & Chang, 1992), further reiterating the detrimental

effect an excessive amount of DOC can have on the oxygen budget in any

aquatic system.

Oxygen depletion is also related to eutrophication (the enrichment of aquatic

bodies with nutrients like phosphate (PO43"), nitrite (NO2') and nitrate (NO3"))

(Manahan, 1994 and Kennish, 1997). Apart from the inorganic forms of the

nutrients, the dissolved organic forms of the nutrients in marine waters may

also be valuable sources for autotrophic growth (Kennish, 1997). The input

of nutrients to estuaries and coastal waters tend to accelerate primary

production (in phytoplanktons), when one of the nutrients become limited, the
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phytoplankton (essentially DOC) perish and their decomposition can lead to

extensive oxygen consumption as a result of increased rates of animal

respiration and the decomposition activity of microorganisms (Blackmore et

al., 1987 and Clark, 1992). However, at the initial stages of eutrophication

oxygen is also produced by the phytoplankton through photosynthesis

(Kennish, 1997). Anoxic (lack of oxygen) conditions initiated through

eutrophication have been reported in a number of coastal marine waters

(Pokryfki & Randall, 1987, Portnoy, 1991, Doi & Nitta, 1991, Seiki etal., 1991

and D' Avanzo & Kremer, 1994).

1.3 DOC measurement: Current Methods

The accurate measurement of DOC has not received much attention for most

of the past two decades (Sharp et al., 1993b) mostly because of the

difficulties associated with experimental DOC determination (Hung & Chang,

1992). Renewed interest in DOC measurement was prompted by its

importance in global ocean fluxes (Legendre & Goseiin, 1989) and in the

microbial cycles (Kirchman etal., 1991).

DOC in natural waters is normally measured by high temperature catalytic

oxidation (HTCO) or wet chemical oxidation (WCO) methods. The two

methods have different variations depending on the instrument specification.

The basis of all the methods of measuring DOC has been the oxidation of

DOC, followed by separation and the measurement of the resultant carbon

dioxide (Wangersky, 1993 and Robards et al., 1994). Neither HTCO nor

14



WCO is perfect, yet most analysts consider the HTCO techniques to be more

reliable, since complete combustion of DOC is usually achieved during

oxidation (Mackinon, 1978 and Hung & Chang, 1992).

1.3.1 HTCO methods for DOC analysis

The HTCO techniques employ high temperatures of the order of 600°C or

more for the oxidation of DOC to carbon dioxide (Perdue et al., 1993). The

quantification of the carbon dioxide can be achieved through a variety of

procedures like gas chromatography, capacitance manometry and non-

dispersive infra red spectrometry (Aleprin & Martens, 1993 and Robards et

al., 1994). Suitable catalysts like platinum, silica and alumina also assist the

oxidation process. There are various commercial HTCO units available in the

market along with their locally built or modified versions. In Table 1 are given

examples of such commercially available HTCO instruments for the routine

DOC determination in seawater. The major setbacks of HTCO methods are

contamination and poor reproducibility (Hung & Chang, 1992).

All the instruments in Table 1 have detection limits, which can range from

one part per billion to several parts per million. The instruments also have

their own limitations that can be specific to a particular instrument or generic

to a range of instruments especially when the mode of detection of carbon

dioxide is the same. The limitations are usually associated with the

interference from chloride that is present in large amounts in seawater,
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1.3.3 Comparative work on DOC via HTCO and WCO

Comparative studies between HTCO and WCO methods have been done by

a number of workers (Gershey et a/., 1979, Riley & Skirrow, 1975, Sugimura

& Suzuki, 1988, Wangersky, 1993, Tugrul, 1993, Hedges ef a/., 1993, Chen

& Wangersky, 1993, Miller ef a/., 1993, Sharp ef a/., 1993b&c and Tupas ef

a/., 1994). In all such studies it was found that the DOC values obtained from

HTCO methods were generally higher than the DOC data for the same

seawater samples obtained from WCO methods. The comparative work by

Sugimura and Suzuki in 1988 recorded the largest difference between HTCO

and WCO. On the other hand, attempts to reproduce the work by Sugimura

and Suzuki have not been successful (Chen & Wangersky, 1993, Sharp et

a/., 1993b). Nevertheless that did not diminish the concern for the disparity

between WCO and HTCO methods. It was also reported in other works that

seawater samples initially oxidized by WCO methods and subsequently re-

oxidized by HTCO methods recorded a significant amount of residual DOC

(Druffel ef a/., 1989 and Suzuki & Tanoue, 1991). Furthermore, the amount of

residual DOC was equivalent to the difference in the DOC values obtained

from WCO and HTCO methods (William etal., 1993).
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methods available at the moment fulfil all the criteria set for accuracy (William

era/., 1993).

1.3.4 The reasons for the disparities between HTCO and WCO methods

The reported differences between HTCO and WCO methods discussed

previously and reported elsewhere compelled DOC analysts to search for

possible explanations to account for the differences. Generally, the HTCO

methods were elucidating DOC values greater than the DOC values

registered by the classical WCO methods for the same estuarine and marine

samples. The generally higher DOC data obtained through HTCO methods

undermined the fact that most model organic compounds and known DOC

substances in seawater were oxidized efficiently by WCO methods (Perdue

ef a/., 1993 and Chen & Wangersky, 1993). Furthermore, the WCO methods

have at that stage been accepted as standard techniques and the new data

via HTCO had put into question the established data on marine DOC via

WCO methods (Sugimura & Suzuki, 1988 and Lee & Henrichs, 1993).

1.3.4.1 Analytical blanks

The under estimation or total disregard of the analytical blank of DOC

analysis with HTCO methods was one of the major factors (Miller ef a/., 1993,

Chen & Wangersky, 1993, Sharp et a!., 1993b, Hedges ef a/., 1993 and

Cauwet, 1994) for the high DOC values reported. For example, a rigorous

assessment of DOC data obtained from twenty different WCO and HTCO
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instruments/methods showed that the variability in the DOC data was caused

by unaccounted blanks (Hedges etal., 1993).

HTCO methods will have a reagent, water and system blanks. The blanks

associated with HTCO methods arise from the possible DOC contributions

from the chemicals used to prepare the reagents, the water used to prepare

the reagents and from spurious signals inherent with that particuiar

instrument. The reagent and water blanks can be controlled, because

reagents of high purity (carbon free) can be obtained as well as low carbon

water (William et ai, 1993). However, the system blank is difficult to

establish, despite it being dependent on the type of catalyst, the support

system and the carbon carried over from the previous injection (Perdue et ai,

1993). In most cases the system blanks DOC contributions will be less than

the detection limits of the instruments (Miller ef a/., 1993).

1.3.4.2 Incomplete Oxidation

Since WCO methods recorded the lower DOC values it is appropriate to

consider the possibility of incomplete oxidation in this context. The oxidation

of DOC via WCO methods can produce organic intermediates that are more

refractory than the starting material (Peyton, 1993). As a consequence these

organic intermediates would not contribute to the total DOC recorded. Humic

substances and proteins are major components of DOC in marine waters.

These substances are capable of reacting with chloride in sea water to

produce organochlorines which have been demonstrated to be amongst the
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most refractory substances to WCO and HTCO methods (Rook, 1977 and

Lee & Henrichs, 1993). Furthermore, incomplete oxidation can also be

caused by decreased availability of hydroxyl radicals as a consequence of

chloride scavenging, (Peyton, 1993). The reaction between the persulfate

radical and chloride ion is illustrated by the following equation.

SO4- + Cr -> SO4
2"+ Cl (Minisci etal., 1983).

Algal species, phytoplankton and bacteria are capable of releasing high

molecular weight DOC fractions, especially at the surface of the sea and at

estuaries. The high molecular weight DOC fractions have been speculated to

be colloidal and can only be measured by HTCO methods (Sugimura &

Suzuki, 1988 and Lee & Henrichs, 1993). Furthermore, these

macromolecules could also contain sulfur and other constituents that inhibit

oxidation (Lee & Henrichs, 1993).

The matching of the differences in the DOC data obtained through HTCO

and WCO methods is still debatable, although factors like unaccounted

blanks, refractory intermediates and colloidal DOC have been identified as

the basis for the differences. Consequently, it is appropriate at this stage that

both methods (HTCO and WCO) are used for DOC determination until a

compromise is reached. Furthermore, as discussed earlier on, in some

comparative studies the differences between HTCO and WCO methods in

terms of the DOC determined for the same seawater samples were not

significantly different.
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1.4 Flow injection analysis (FIA)

In this project, we have used FIA principles for the modification of a method

to measure DOC in estuarine and coasta! waters. The Danish scientists

Ruzicka and Hansen first proposed FIA in 1974. It involves the injection of a

liquid sample into a moving non- segmented carrier solution coupled with

suitable reagents, whereby a reaction or a series of reactions take place. The

injected sample forms a reaction zone which is then transported toward a

detector that continuously measures an appropriate physical parameter like

absorbance or conductance as a function of time (Ruzicka & Hansen 1981

and Koshy et a/., 1992). It has application in diverse areas such as

oceanography, clinical chemistry, agricultural, pharmaceutical and

environmental analysis (Ruzicka & Hansen, 1975). Flow injection

instrumentation for small systems are simple to construct. As of 1996, 6000

papers have been published concerning flow injection mainly in the field of

instrumental analysis (Ruzicka era/., 1996).

Flow injection was developed, with a view to automate serial assays. In the

mid 1970s Ruzicka and Hansen began experimenting with their model FIA

system to determine methyl orange, using spectrometry for detection. The

methyl orange was selected because of its red color change and it was

chosen to investigate their FIA system's ability to reproduce data and

maximize sample throughput (Rucizka & Hansen, 1975). The determination

of ammonia was by potentiometry, where an ion-selective electrode was

used as the detector and this was to illustrate the versatility of FIA to any
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on the kinetics of the reaction; a fast reaction will need a shorter tube than a

slower reaction.

The sensing system depends on the physical parameter being measured

which is (e.g. conductivity, absorbance, and pH) proportional to the

concentration of the analyte of interest. The detectors that have been used

include, conductivity detector, spectrophotometer (UV, IR and FTIR) and ion

selective electrodes. For example, in the FIA determination of chloride, the

detector used is a spectrophotometer (Ruzicka & Hansen, 1981). The

monitor can be a simple flat bed chart recorder, an integrator or a computer.

FIA is a continuous flow method. The only difference it has with other flow

methods like chromatography which aims at high resolution obtained through

megarepetitive interactions by modulating the migration velocities of analytes

through the system is that it exploits chemical reactions to transform analytes

into species that can be selectively quantified by a detector (Ruzicka, 1992).

FIA also allows for a dramatic reduction of reagents and solvents used. Since

its development a series of reactors and detectors have been designed to

accommodate solvent extraction, gas diffusion, photodegradation,

colorimetric reagent regeneration, immobilized enzyme and ion exchange to

name a few.

In any flow injection instrument, two processes explain the mechanism of

analysis and detection that take place. First, the sample zone disperses

within the carrier line and second the reaction(s) which occur(s) between the
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analyte and the appropriate reagent(s). Initially the sample zone in the carrier

stream form a rectangular concentration profile as shown in figure 3a. As it

moves toward the detector, band broadening or dispersion via convection

and diffusion occurs (Ruzicka & Hansen 1981 and Skoog et al., 1998).

Convection results from laminar flow, in which the center of the sample zone

moves faster than the liquid adjacent to the walls of the tube, see figure 3b.

Dispersion via diffusion occurs by radial mixing and not axial mixing because

of the narrow tubes used in FIA. The combined effects of convection and

diffusion result in the attainment of the sample concentration profiles shown

in figures 3c and 3d.
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systematic way would be to use numerical methods like Powel and Simplex,

which can enhance the optimization process (Ribeiro et a!., 1993). The point

to note here is that different FIA systems will have different optimum

conditions. Thus, it is the duty of the analyst to check and test for the best

operating conditions despite its tedious nature. For example, two groups of

investigators were only able to fix the length of the reaction coil after a series

of optimization exercises for the measurement of iron and titanium (Andrade

etal., 1992 and Castanares & Mundo, 1995).

Interference with signal output, from species other than the analyte can affect

the sensitivity, accuracy and precision of the output. Thus, the optimization of

an FIA system is also necessary to minimize interference. It might also be

possible to have incompatible optimum conditions for the different variables;

as such a compromise has to be reached.

1.4.2 Methods developed from the original FIA system

The main consideration behind the first generation of flow injection systems

was the speed at which sample solutions should be processed. FIA had

evolved into other forms of systems, like stopped flow technique, reverse flow

and sequential injection because of the need to enhance performance and

achieve kinetic discrimination, titration ability and for its introduction to

industrial applications.
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The stopped flow technique exploits a concentration gradient from a

dispersed sample zone. Methods based on stopped flow can eliminate

background signals, provide kinetic discrimination and increase sensitivity

(Christian & Ruzicka, 1992). The method itself is conservative in terms of

reagent usage. However, this method has not found much application apart

from its application in enzymatic measurement for monitoring bio-processes,

enzyme reactions on solid surfaces and the determination of rate constants.

Sequential injection evolved from stopped flow injection. The sample and the

reagent zones are stacked in tubular conduit, merged by means of flow

reversal of the carrier stream and then transported into the detector (Ivaska &

Rucizka, 1993). Sequential injection is applicable in process lines given its

rapid and robust methodology. Sequential systems are preferred over FIA

systems due to fewer requirements for maintenance in process environments

(Ruisefa/., 1997).

Reverse flow injection has resemblance to stopped flow and sequential

injection methodologies. Generally, the reagent is injected into a sample

stream or a monitor was formed in the bolus (the segment of the injected

sample in the carrier stream) by the dispersion of a concentration-limiting

reagent contained in the carrier stream (Fogg ef a/., 1990). In normal FIA the

product is formed in the extremities of the sample bolus whilst in this method

the product is formed at the center of the bolus. Any further dispersion will

result in the dilution of the product. Reverse flow injection can allow a

variable amount of mixing between the sample and carrier stream, increase
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the efficiency of solvent extraction, leading to multiple detection capabilities

and allow sampling and preconcentration of gaseous analytes (Clark et at.,

1991). The ability of this method for variable mixing allows for the

construction of a capillary-based titration system. The above method has also

found wide application in the determination of cations and anions (Esmadi et

al., 1990). The principles of reverse flow injection have been applied in

reverse dual phase gas diffusion in which a liquid donor stream is coupled to

a gas acceptor stream for the determination of metal hydrides (Smith &

Pacey, 1993).

1.5 Determination of DOC using FIA

An innovative WCO method involving FIA for the determination of DOC was

described by (Koshy etal, 1992). The manifold used in this method is shown

in figure 4 where, the organic carbon was oxidized by an alkaline solution of

peroxoydisulfate (psrsulfate) under UV and the resulting carbonate was

acidified and heated for conversion to carbon dioxide. The CO2 generated is

allowed to diffuse across a Teflon membrane into a weakly buffered (pH

9.75) phenolphthalein acceptor stream. The acceptor stream was directed to

a flow through cell and the absorbance was measured by using a

spectrophotometer (Hitachi U-2000). This method has an average recovery

of 98% with a sample throughput of 45 samples/hour and a detection limit of

0.5mg C/L. From an analytical point of view, the FIA technique for DOC

determination is of considerable practical value as it is efficient, fast and
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above all considerably cheaper, making it suitable for laboratories in

developing countries.

However, the above method suffers from chloride interference. A similar wet

chemical method by Sakamoto & Miyasaka, for the determination of total

organic carbon, showed considerable interference by chloride at

concentrations greater than 250mg/L because of the simultaneous oxidation

of chloride to chlorine gas (Sakamoto & Miyasaka, 1987). FIA is not the first

flow method for the measurement of DOC. A similar flow method was

developed by Schreurs to measure DOC in seawater. The organic materials

were oxidized photochemically to carbon dioxide. The method had a linear

range of 0.1-1 Omg/L DOC (Schreurs, 1978). However, the method has also

suffered from chloride interference. Consequently, hydroxylaminehydro-

chloride was used to reduce the chlorine back to chloride. Generally, the

oxidation of chloride to chlorine (Schreurs, 1978, Sakamota & Miyasaka,

1987, Koshy ef al., 1992, and Peyton, 1993) has been identified as the major

interfering process to the determination of DOC in estuarine and coastal

waters.
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1.6 The background of the project

DOC is an important determinant of organic matter in aquatic bodies apart

from the chemical oxygen demand (COD) and the biochemical oxygen

demand (BOD). The latter parameters estimate the quantity of oxidant

required for the oxidation of organic constituents and measure the oxygen

uptake in the microbiological mediated oxidation of organic matter

respectively (Kennish, 1997). However, BOD and COD do not indicate the

total dissolved organic matter in estuarine and seawater (Stumm & Morgan,

1981). Consequently, parameters like TOC and DOC are preferred over BOD

and COD as indicators of organic matter.

DOC is also an indicator of water quality. Excess DOC could result in the

depletion of oxygen, when DOC oxidizes and the water body is not able to

replenish itself with oxygen. Consequently, the quantification of DOC in

estuarine and marine coastal waters is important because in the Pacific

Island countries the wastes generated are predominantly organic in nature

and in most cases the wastes are not treated, but are directly discharged into

the estuaries and coastal waters.

Automated instruments are favored for most types of analytical work these

days. Most of these automated instruments are expensive to buy and

maintain in the context of laboratories in developing countries. With the

added emphasis on environmental monitoring throughout the world, the

demand for cheaper field instruments and inexpensive methods of
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automation are constantly increasing. Against this background FIA seems to

be making a promising break through because the methodology is cheap,

robust and portable (Koshy, 1989).

The main problem with the FIA method for DOC developed by (Koshy et al.,

1992) was the enhancement of the measured DOC levels in saline natural

water samples by chlorine. Consequently, both carbon dioxide and chlorine

diffuse across the Teflon membrane to the acceptor stream and changed the

pH of the acceptor stream since both gases were acidic. Therefore, the

interference by chlorine must be eliminated or minimized so that estuarine

and seawater samples can also be analyzed for their DOC levels using the

above FIA method. Moreover, in the modified FIA method used in this work

a custom built conductivity detector was used instead of the

spectrophotometer. The change of the detector to the custom built

conductivity detector was necessary, given the high cost of buying and

maintaining a UV-spectrophotometer in the South Pacific.
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1.7 Research Objectives of this Project

The main objective of this project was to investigate the involvement of

chloride in the determination of DOC using a modified FIA method developed

from the FIA method described by (Koshy et a/., 1992). The minor objective

was to use the modified method to do a baseline study of DOC in the Suva

lagoon and correlate the DOC values with the possible terrestrial sources of

organic matter in the landmass of Suva. To this effect, the following specific

objectives were established.

• Quantify the chloride interference on carbon signals

• Reduce the power of the persulfate/borax oxidant and enhance it with

titanium dioxide, so that chloride does not get oxidized.

• Use hydroxylaminehydrochloride (NH2OH.HCI) to keep chlorine in the

chloride form by means of reduction.

• To use a micro-porous tubing (Accurel PP Type S6/2, 0.2)j.m, Enka) after

the UV chamber to remove gases formed in the UV chamber which

included chlorine.

• To use the modified method to measure DOC on selected sites around

Suva harbor and Laucala bay.
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CHAPTER 2

EXPERIMENTAL

2.1 Chemicals

The major chemicals used in this work are listed below:

Borax (UNIVAR, Ajax Chemicals), Potassium persulfate (UNIVAR, Ajax

Chemicals), Anhydrous sodium bicarbonate (UNIVAR, Ajax Chemicals)

Concentrated Sulfuric acid (UNIVAR, Ajax Chemicals), Anatase titanium

dioxide, Potassium hydrogen phthalate (UNIVAR, Ajax Chemicals), Citric

acid (UNIVAR, Ajax Chemicals), Nicotinic acid (UNIVAR, Ajax Chemicals),

Urea (UNIVAR, Ajax Chemicals), Thiourea (UNIVAR, Ajax Chemicals),

Sodium acetate (UNIVAR, Ajax Chemicals), D-Glucose (UNIVAR, Ajax

Chemicals), Sodium chloride (UNIVAR, Ajax Chemicals). The purities of

these chemicals as stated by the manufacturers varied from 99% to 99.9%

with the exception of the Sulfuric acid (UNIVAR, Ajax Chemicals) and

Phosphoric acid {UNIVAR, Ajax Chemicals) which were of 98% and 84%

purity respectively. The consideration of the above chemicals with 99% and

99.9% purity levels as having 100% purity did not cause significant changes

to the concentrations of the solutions prepared from the chemicals.
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2.2 Reagents

2.2.1 Preparation of distilled deionised water (DDW) and the 35C/00 NaCI

solution

DDW is distilled water that has been passed through four columns of

universal ion exchanger (Cole-Palmer Instrument Company). These four

columns removed all ionic substances. DDW has a low carbon content. DDW

was used as the final rinsing solvent for all glassware.

The 35°/oo NaCI solution was prepared by dissolving 35g of NaCI in 1 liter of

DDW. Aleprin and Martens (1993) also used the above solution as a

substitute for synthetic seawater on a similar work on DOC determination.

Moreover, Hung and Chang (1992) used 3% NaCI solution as a substitute for

synthetic seawater. The other major components of seawater like MgCC>3,

MgCb and NaaSCUwere not included because, the Mg+2 combined with the

carbonate ions of the inorganic carbon standards to form a precipitate.

Furthermore, the effect of chloride on carbon signals has to be isolated.

2.2.2 Preparation of carbon stock solution

The inorganic carbonate (IC) carbon stock solution of 1000mg C/L was

prepared by dissolving 7.0008g of NaHCC>3 in 1 litre of DDW. Depending on

the range of standards required a working stock solution of 100mg/L or

500mg/L were prepared from the original stock solution. The pH of the IC
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standards prepared in DDW was pH 7.8 and the IC standards prepared in the

35%o NaCI solution had similar pH as those standards prepared in DDW. On

the other hand, the KHP standards (DOC) prepared in both DDW and the

35%o NaCI solution registered pH of 4. The slight acidity in the DOC

standards is attributed to the acidic nature of KHP with a pKa of 5.4 (Aylward

& Findlay, 1974). Preliminary work on the effect of the DOC standards on the

pH of the oxidant showed that the acidic nature of the DOC standards did not

change the pH of the oxidant (pH 9) consequently, the photochemical

oxidation of DOC was not affected.

An accurately weighed amount of each organic model compound equivalent

to 0.5000g carbon was dissolved in 1 liter of DDW (500mg/L). A 5mg C/L

standard for each model compound was prepared from the respective stock

solutions for the recovery analysis of carbon.

2.2.3 Preparation of 1M Sulfuric acid

The 1M H2SO4 was prepared by diluting 56m) of concentrated H2SO4 with

DDW to one liter. The diluted acid was used for the acidification of the

carbonate (from DOC oxidation) produced in the alkaline oxidation chamber.

Furthermore, it was used to evolve the measured inorganic carbon in natural

water samples and IC standards.
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2.2.4 Preparation of the Oxidant

The oxidant was prepared by dissolving accurately weighed amounts of

borax (17g) and potassium persulfate (20g) in 500ml DDW. This solution was

freshly prepared each day for analysis and will be henceforth referred to as

100% oxidant strength. The borax was added to buffer the oxidant at pH 9.

The alkaline pH was necessary for the efficient oxidation of DOC.
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2.3 Instrumentation

2.3.1 Glassware

All glassware used in the project were soaked in 30% Nitric acid overnight

and then washed with distilled water and rinsed twice with DDW.

2.3.2 FIA manifold

The flow injection system used here consisted of the following components.

The schematic representation of the manifold is given in figure 5 and plate 1.

• Two Peristaltic pumps (model: Ismatec 5A)

• Reodyne six port valve

• PTFE tubes with 0.3mm internal diameter used throughout the FIA

system except the pump tubes (0.60mm internal diameter)

• Custom built conductivity detector

• Conductance meter (YSI Model 32)

• UV lamp at 360nm

• Gas diffusion manifold

• Hot water bath regulated at 58°C

• Micro-porous tubing (Accurel PP Type S6/2, 0.2um pore size; Enka)

• Hewlett Packard HP3395 Integrator
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Plate 1 The FIA manifold used in this project
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Reaction Zone: The major reaction zone was a 2-metre PTFE tube (0.3mm

internal diameter) wound in a figure of eight around the UV lamp (360nm).

Water Bath: This is an ordinary laboratory water bath from Grants Instruments

(Cambridge) Ltd. The temperature of the water bath was maintained at 58°C.

This temperature was sufficient to enhance the acidification of bicarbonate to

carbon dioxide.

Micro-porous tubing: This is a micro-porous tubing (Acurell PP Type S6/2,

0.2um pore size; Enka). It was placed immediately after the reaction zone (UV

chamber) when it was used. The purpose of this accurel was to eliminate

gaseous substances like chlorine and oxygen formed in the UV chamber.

Diffusion manifold: Gas diffusion was achieved using a Tecator chemifold V

with a TBA permatite GT gas plumbing tape (membrane, thickness 0.2mm).

The membrane was replaced twice a week. Figure 8 is a lateral cross section of

the chemifold, also see plate 2.





Plate 2 Diffusion manifold

' * - ' • : . • • *

Plate 3 Conductivity Detector
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Recorder: The change in conductivity was displayed digitally by a conductivity

meter. This meter was connected to an integrator that transformed the change

in conductivity to a graphical representation in the form of a peak. The integrator

calculates the peak areas. In the initial work on this project, a flat bed

potentiometric recorder was used to give the graphical representation of the

change in conductivity of the acceptor stream.

2.4 Preliminary work on the FIA manifold

2.4.1 A typical run

All the lines of the FIA manifold (see figure 5) were pumping on any typical run.

The sample loop (600|aL) that was attached to the valve was filled by turning the

knob on the valve to the loading mode. After 30 seconds, the knob was

switched to the injection mode and the sample was subsequently introduced to

the carrier stream, which was already flowing. The oxidant line was merged with

the carrier and the carrier line passed through the UV chamber. At the UV

chamber the DOC was oxidized to carbon dioxide. However, because of the

alkaline condition in the UV chamber, carbon dioxide exists as carbonate and

hydrogen-carbonate (Koshy eta!., 1992). The carrier line emerged from the UV

chamber and the acid line merged with it to convert carbonate and hydrogen-

carbonate to carbon dioxide. The heat provided by the water bath as the carrier

line passed through it facilitated the conversion of carbonate to carbon dioxide.

The carbon dioxide in the carrier stream passed through the semi-permeable
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membrane and changed the conductivity of the acceptor stream, which was

DDW. The acceptor stream flowed through the custom-built conductivity

detector and the change in conductivity was measured. A single run took

approximately 40 to 45 seconds to complete.

2.4.2 Effect of temperature on FIA signals

The following carbon (IC) standards 2, 4 and 6mg/L were prepared in the 35%o

NaCI solution and DDW. The standards were analyzed at 58°C and 70°C. The

purpose of this exercise was to elucidate the effect of temperature on chloride

interference (see section 3.1 and table 5 for the results).

2.4.3 Carbon recovery from model organic compounds

A 5mg C/L standard of the following organic compounds, Potassium hydrogen

phthalate (KHP), Citric acid, Nicotinic acid, Urea, Thiourea, Sodium acetate and

D-Glucose were prepared in DDW. In addition, a (IC) carbon standard of the

same concentration was prepared and the recoveries of the organic compounds

were compared with the recovery of the 5mg/L (IC) standard in terms of peak

area (see section 3.2.1 and tables 6 and 7 for the results). The model organic

compounds used are amongst the standard organic substances used for carbon

recovery experiments of methods/instruments used to determine DOC (Koshy

era/., 1992).
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The recoveries of the above compounds using this FIA manifold were compared

with their recoveries utilizing the FIA manifold described by Koshy and his co-

workers in 1992 because their method was similar to the one used in this work.

Furthermore, the FIA method described by Koshy and others in 1992 is a

recognized method for DOC determination using FiA (Robards et at., 1994).

The recovery experiment was necessary to establish the credibility of this

method to measure DOC.

2.4.4 "Ghost peak"

It has been observed incidentally with seawater samples that peaks were

obtained under no oxidant and acid conditions. Theoretically, these peaks were

not expected. To investigate their cause and their nature, the following set of

experiments were carried out. The peaks were termed as ghost peaks (GP) to

differentiate them from the normal peaks obtained under photochemical

oxidation and acidification. Initially, the "ghost peaks" were speculated to be

caused by dissolved gases in the natural water samples. As a consequence,

the samples were analyzed for GP before (Untreated) and after nitrogen

bubbling and boiling. Nitrogen bubbling and boiling of the samples was aimed at

eliminating any dissolved gases present in the samples. Furthermore, the effect

of the UV source on GP was investigated, since it has the capacity to oxidize

DOC on its own (Robards et al., 1994). The independence of the donor stream

from the acceptor stream was investigated in terms of its pH. DDW was also

injected as a sample because of the need to eliminate the possibility of it,

contributing to GP (see section 3.3 and table 8 for the results).
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Attempts to isolate and quantify GP

• 3 x 50ml samples from the following sites, Tamavua river, Nabukalou creek,

and Lighthouse were analyzed under no oxidant and no acid conditions in

the following manner.

• The first 50ml portion (untreated) was injected directly.

• The second 50ml sample was bubbled with Ultra- pure N2 for 15 minutes;

then injected.

• The third 50ml sample was bubbled with Ultra- pure N2 for 15 minutes +

boiled and then injected.

• Untreated 50ml samples were also injected when the UV was on and off.

• The pH of the donor line of the FIA manifold was also tested.

• DDWwas also injected as a sample

2.4.5 Detection Limits

The instrument detection limit (IDL) was determined by repeatedly injecting

DDW over a period of three days. From the instrument detection limit, the

method detection limit (MDL) was calculated (see section 3.5 for the calculation

of IDL and MDL). The above procedure of determining the detection limits was

based on the procedure specified by Skoog and others in 1998.

The objective of this part of the procedure was to elucidate the ability of the FIA

manifold to differentiate between a carbon signal and the instrument noise.
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2.4.6 Calibration standards

On each day of analysis for DOC in seawater and estuarine samples and for the

carbon recoveries of model organic compounds, calibration standards in the

range of 1mg C/L to 25mg C/L were prepared in DDW or in the 35°/QO NaCI

solution (see section 3.4, tables 9 and 10, figure 13 and the appendix 2 for the

typical FIA plots for calibration standards). The (IC) standards in the range of 8-

25mg/L were prepared from a 1000mg/L stock solution and the standards below

the above range were prepared from stock solution of 100mg/L (this method of

standard preparation minimized the dilution of the 35%o NaCI solution). The

standards were prepared in 100ml volumetric flasks. The pH of the IC standards

prepared in DDW and the 35%) NaCI solution was pH 7.8. The seawater

samples exhibited a range of pH from pH 7.0 to pH 8.2. Therefore, the pH of the

IC standards was close to median of the pH range of the seawater samples. In

other words there is a strong correlation between the pH of the IC standards

and the estuarine and seawater samples.

From these calibration standards, a calibration curve was obtained and a

regression equation calculated (table 9, figure 13). Furthermore, the sensitivity

of the FIA system was investigated in terms of its analytical sensitivity with

respect to the standards prepared (see table 10).
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2.4.7 Sample Collection and conditioning for analysis

The seawater and estuarine samples were collected from the sites (see figure

10) monitored in 750ml PVC containers that were acid washed and rinsed a day

before sampling. Sample collection usually lasted 1-2 hours and the samples

were conditioned for analysis soon afterwards in the following way.

On arrival at the laboratory, the samples were immediately filtered using

sterilized 0.45|xm Millipore (Type HA) ashless filter papers via suction filtration.

The samples were analyzed on the same day or frozen for analysis the next

day. The samples were not acid preserved because freezing was

recommended to be sufficient (Peltzer & Brewer, 1993).

2.S Sites monitored for the determination of DOC levels

The main area of study is the Suva lagoon, which is composed of the Suva

harbor and Laucala bay. It is located on the southeastern portion of Viti-levu

and forms the coastal sea adjacent to Suva City. Suva City is one of the largest

populated cities in the South Pacific. The influx of people to Suva and the

subsequent growth of industries might possibly increase the level of organic

input into the lagoon, because organic input to coastal waters have been found

to be partially influenced by the growth of population and industrialization

(Stumm & Morgan, 1981). The major sources of freshwater input (usually has

terrestrial organic input) to the Suva lagoon are the rivers, Navesi, Tamavua,
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Vatuwaqa, Rewa and other smaller tributaries that open up to the lagoon. There

were also sources like the Kinoya sewage outfall, the medium sized industrial

sites along the coast, the Suva City sewer lines and in the older Suva area t h e

direct sewage input into the Nabukalou creek.

The sites selected either receive direct organic discharge (rivers and a s e w a g e

outfall) or are located close to discharge points like storm water outlets a n d

creeks. The site at Nukulau passage was the furthest site from the landmass o f

Suva and it was taken as the control site. The first sub group composed of s i t es

at the interface of the land (coastal) and the sea. These included Tradewinds

(11), Vugalei (10), Tamavua river (9), Nabukalou creek (8), Nasese ( 5 ) ,

Lighthouse (13), and Suva point (4). The other sub group consisted of s i t e s

further out into the lagoon (offshore). A transect was taken from the Kinoya

outfall (1), 200m from the outfall (2) and the Nukulau passage (3) which has a

constant interchange with the ocean. The other sites were s i tuated

approximately 200m from the Centra (6), 200m from Nabukalou creek (7) a n d

near Mosquito Island (12). The locations of the sites are on the map in f i gu re

10.
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2.5.1 The elimination/measurement of inorganic carbon (IC) from natural

water samples

Part 1 A 25mg C/L standard was prepared in DDW. A 40ml aliquot required

0.04ml of 84% phosphoric acid for the complete evolvement of IC. The amount

of acid added was calculated on the basis of the amount of iC present in the

standard. Phosphoric acid is a common acid used to eliminate IC from natural

water samples (Koshy et a/., 1992, DeBaar et al., 1993 and Robards et al.,

1994). The 40ml aliquot of the standard plus the acid was vigorously stirred and

moderately heated to evolve all the carbon dioxide. Another standard (IC) with a

carbon concentration of 25mg/L was prepared in the 35°/oo NaCI solution. A

40ml aliquot of the standard was acidified with 0.04ml of 84% phosphoric acid,

bubbled with nitrogen gas for five minutes and sonicated for a further five

minutes. Two sets of analyses were done with the two types of standards

before and after acidification, (see section 3.6 and table 11 for the results).

This was necessary since it would elucidate the approximate amount of acid

needed to evolve all the IC in the water samples.

Part 2 Natural seawater and estuarine samples were collected from three

selected sites Suva point (4), Nukulau passage (3), and Nabukalou creek (7),

(see figure 10 and table 11). The samples (40ml) were filtered (see section

2.4.7) and analyzed for their measured inorganic carbon (ICm). The

determination of ICm was achieved by pumping all lines of the FIA system with

their respective solutions (see figure 5) except for the oxidant line which had
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DDW instead of the oxidant. The above procedure is an acidification process

[Note: ICm is not equivalent to the total IC (Alkalinity in the water sample)]. After

that, the same samples (40ml) were acidified with 0.04ml of 84% phosphoric

acid and nitrogen gas was bubbled through them for 5-6 minutes, the samples

were then sonicated for a further 5 minutes before they were analyzed for their

IC levels.

2.6 Quantification of Chloride Interference

A series of (IC) carbon standards (1, 1.2, 1.8, 2, 3, 4, 6, 8,16, 24mg/L) were

prepared in DDW and the 35°/00 NaCI solution. The DDW standards were

analyzed first to avoid contamination from the 35%o NaCI solution. Before

switching to the 35°/oo NaCI solution standards, the whole FIA system was

flushed for 5 minutes with DDW.

The purpose of this part of procedure was to quantify the nature of chloride

interference in the signals produced by the carbon in the standards prepared in

the 35°/oo NaCI solution, (see section 3.7 and table 12 for the results). The

series of standards mentioned in paragraph 1 were analyzed 5 times on

different occasions for their carbon and chloride signals. The differences in the

corresponding pairs of standards prepared in DDW and the 35°/oo NaCI solution

were calculated as percentages (%CI0X: percentage of chloride oxidized) of the

respective standards prepared in DDW. The %CI0X was equivalent to the

amount of chloride interference on each of the IC standards prepared in the

35°/00 NaCI solution.
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2.7. Attempts to eliminate/minimize Chloride interference

The following sub sections describe investigations relating to ways of

eliminating or minimizing chloride interference on DOC measurements. This

included reducing oxidant strength by 50% and adding a catalyst on the

assumption that a reduced oxidant would not oxidize chloride, using

NH2OH.HCI to reduce the chlorine formed in the UV chamber and the

placement of micro-porous tubing after the UV chamber to eliminate the

gaseous chlorine.

2.7.1 Reduction of the oxidant strength

A 5mg C/L potassium hydrogen phthalate (KHP) standard, prepared in DDW

was arbitrarily chosen as the base concentration, to demonstrate the effect of

reducing the oxidant strength on carbon recovery. To this end, the 100%

oxidant solution was diluted to 90, 70, 60, 50, 30, 10% oxidant strength

solutions. The 5mg C/L KHP was oxidized using the diluted oxidants. The

recoveries of the standard using the diluted oxidant solutions were compared

with its recovery using the100% oxidant strength solution.

The objective of this part of the procedure was to reduce the power of the

oxidant to a level that was low but would still be able to carry out oxidation (see

section 3.8.1 and table 13 for the results). Prior to this, there was an uncertainty

over the choice of the diluted oxidant to be used with the catalyst.
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2.7.2 50% oxidant strength solution plus catalyst (TiO2)

From the previous trials, the 50% oxidant strength solution was selected as the

optimum for oxidation. The following carbon standards 2, 5, 15, 25mg C/L of

KHP were prepared in DDW and subjected to DOC determination using the

50% oxidant strength solution and the 50% oxidant strength solution plus the

catalyst. About 0.0048g TiO2 was used as higher amounts were found to clog

the FIA manifold (see section 3.8.1.1 and table 14 for the results). The carbon

recoveries of the carbon standards using the "new" oxidant were compared with

their carbon recoveries with 100% oxidant strength solution.

The objective of this part of the procedure was to elucidate the effect of the

catalyst on carbon recovery.

2.7.3 The Effect of 50% Oxidant strength solution + 0.0048g TiO2 on the

Chloride signal

The following standards 2, 4, 16, 24mg C/L (IC) were prepared in the 350/00

NaCI solution. The standards were analyzed and their peak areas were

compared to corresponding standards made in DDW. The data obtained were

further compared with corresponding data of the same standards prepared in

the 35°/oo NaCI solution, but had been oxidized using the 100% oxidant solution.
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The aim was to see if this "new" oxidant has any negative or positive effect on

the chloride signal (see section 3.8.1.2 and tables 15 and 16 for the results).

Although, TiO2 had been used to catalyze the oxidation of DOC (Matthews ef

a/., 1990), the possible effects of the catalyst on the chloride present in

estuarine and coastal water samples had not been fully investigated.

2.7.4 Effect of Hydroxylaminehydrochloride (NH2OH.HCI) on the chloride

signal

The first part of this section was carried out before the integrator was used, as a

consequence peak heights were measured instead of peak areas. NH2OH.HCI

has been demonstrated by Schreurs (1978) to be a viable suppressor of

chloride interference effect, by reducing the chlorine gas formed in the UV

chamber to chloride, (see section 3.8.2 and tables 17,18 & 19 for the results).

This part of the procedure was designed to determine the amount of

NH2OH.HCI required to reduce the chlorine produced by the oxidation of

chloride in the 35%o NaCI solution and to use the optimized amount of

NH2OH.HCI to reduce chloride interference on carbon signals.

Part 1. The following concentrations of the reducing agent 100, 300, 900, 1000,

3000, 12,000, 15,000 and 21,0O0mg/L were prepared in the 35°/oo NaCI

solution. The work by Schreurs (1978) did not indicate the amount of the

reducing agent to be used, consequently, a large range of the reducing agent

was tested. A stock solution was prepared by dissolving 250g (NH2OH.HCI) in
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250ml DDW in a volumetric flask. The concentrated stock solution alleviated the

dilution of the 35°/QO NaCI solution because small volumes of the stock solution

were used to prepare the NH2OH.HCI in the 35%o NaCI solution in 100ml

volumetric flasks.

Part 2. The optimized amount of the reducing agent (3000mg/L) was placed

with the 1M sulfuric acid as recommended by Schreurs (1978).

The effect of the reducing agent was tested on the following standards

5,10,15,20 and 25mg C/L (IC & KHP) prepared in the 35% 0 NaCI solution (see

section 3.8.2 and tables 18 and 19 for the results)

2.7.5 The effect of a micro-porous tubing (Accurel PP type S6/2, 0.2jim

pore size; Enka) on chloride interference

The micro-porous tubing allow gases to permeate as they pass through it. In

this project this micro-porous tubing (20cm) was fitted immediately after the UV

chamber to eliminate any chlorine and oxygen gases that might be formed

during photo-oxidation (see figure 4). To test its effect on chloride interference,

the following standards 5, 10 and 15mg C/L were prepared in the 35%0 NaCI

solution and analyzed under 100% oxidant strength solution with and without

the micro-porous tubing (see section 3.8.3 and table 20 for the results). For

comparative purposes, a similar range of standards was also prepared in DDW

and analyzed under the same conditions.
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2.8 OOC analysis for the offshore and coastal sites

The samples were prepared for DOC analysis as specified in section 2.4.7. The

analysis for DOC was based on a numerical method whereby components (ike

the IC, chloride interference effect and ghost peak {peak areas) were subtracted

from sample peak area with the analysis carried out with the 100% oxidant

strength solution, UV on and the acid line on (see sections 3.10.1 and 3.10.2).

• The carbon signals were measured in terms of peak areas

• The samples were injected 4 times without any oxidant, but with the acid line

on. This gave peak areas, proportional to the measured inorganic carbon

(ICm) in the water sample (Note: it is not equivalent to the total IC in the

sample)

• Another 4 injections of the samples were made with the acid and oxidant

lines on. The UV source was switched on as well.

Total Carbon measured: [TCm] = 'Cm + DOC

• Based on the level of ICm, a correction for the chloride interference (%ClOx)

was calculated from the equation in figure 14 and subtracted from the

average peak area of TCm to give a corrected peak area for the total

measured carbon (TCm(:orr)

• The ICm and TCmcorr concentrations were calculated from calibration

equations generated from IC standards prepared in the 35%o NaCI solution,

typical equations are given in table 9.
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CHAPTER 3

RESULTS & DISCUSSION

3.1 Effect of temperature on the Carbon and the Chloride signal

A set of standards (IC) with the following concentrations 2, 4, 6mg C/L were

prepared in DDW and the 35°/oo NaCI solution and were analyzed using the

100% oxidant strength solution. For this purpose two temperatures, 58°C and

70°C were used.

Table 5

Comparison of carbon signals in terms of peak area and chloride interference at 58°C
and 70°C

(Peak area x107)

[C] mg/L

[Regression]
Equations!

2

4

6

DDW
(±1SD)

n=4

Y=0.3x +0.4
R2=0.97

0.96(0.02)

1.78(0.08)

2.23(0.08)

357oo NaCI
solution

(±1SD)
n=4
58°C

Y=0.3x+0.9
R2=0.82

1.36(0.04)

2.38(0.05)

2.49(0.05)

%CIQX
58°C

(±1SD)

42(4)

33(5)

11(3)

DDW
(±1SD)

n=4

Y=0.3x +0.4
R2=0.99

1.1(0.2)

1.8(0.2)

2.4(0.1)

357oo NaCI
solution
(±1SD)

n=4
70uC

Y=0.4x + 1.9
R2=0.99

2.7(0.2)

3.6(0.1)

4.3 (0.2)

%CIOX

70°C
(±1SD)

145(44)

112(17)

79(9)

= % chloride oxidized
= t(35°/oo NaCI solution - DDW)] X [100/DDW]
= A measure of chloride interference
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The operating temperature of the water bath used throughout the project was

58°C. The above temperature was chosen as the optimum because it was the

optimum temperature used by Hansen and Lausten (1995) with a similar FIA

method. The carbon recoveries of the DDW standards were quantitatively close

to 100% irrespective of the operating temperature of the water bath, because

the DDW standards exhibited similar regression equations with correlation

coefficients of 0.97 and 0.99 at 58°C and 70°C respectively. The 35%o NaCI

solution standards at both temperatures were also quantitatively exhibiting

100% carbon recovery, although the interference by chloride was present. The

chloride signal was added to the carbon signal and the peak areas tabulated for

the 35%o NaCI solution standards were a combination of the carbon and

chloride signals.

The interference by chloride on the carbon signals was more pronounced at

70°C than at 58°C (see figure 11) with each of the IC standard. The above

result indicated that it would not be a positive option to use a higher

temperature than 58CC because such increase would lead to the enhancement

of chloride interference. Furthermore, the interference by chloride was more

varied given the larger standard deviations calculated for the %CU at 70°C. The

carrier stream registered 39°C just before diffusion when the water bath was

operated at 58°C. By changing the temperature of the water bath to 70°C, the

carrier stream registered a temperature of 43°C just before diffusion. The

increase of temperature to 70°C resulted in a warmer (43°C) carrier stream

arriving at the membrane, consequently both carbon dioxide and chlorine

diffused but the chlorine diffused to a greater extent than previously when the
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water bath was operated at 58°C. Consequently, the level of chloride

interference on the carbon signal in each standard increased. Diffusion was

expected to increase when the temperature of the carrier stream was elevated

to 70°C (Schulze ef al., 1988). On the other hand, the standards prepared in

DDW did not indicate significant changes to their carbon recoveries when the

temperature was increased to 70°C (see table 5) implying that 39°C was

sufficient for the complete diffusion of carbon dioxide. The sensitivity of the

instrument (slope of the regression equations) remained fairly constant despite

the change in temperature of the carrier stream Gust before diffusion) from 39°C

to 43°C. It was vital to understand that the sensitivity of the FIA system was not

necessarily improved by increasing the temperature at which diffusion took

place, although Su and others (1998) alluded to the possible increase in

sensitivity when the temperature of the donor stream was increased.

The interference by chloride decreased as the ratio of chloride to inorganic

carbon ([CI]/[IC]) decreased and this was evident from the rapid decrease in

chloride interference as the inorganic carbon level increased to 6mg/L (see

section 3.7). The ratio of chloride to inorganic carbon decreased because the

amount of inorganic carbon increased but the amount of chloride remained fairly

constant in the standards although the disparity in the concentration of chloride

and inorganic carbon in each standard was substantial. The oxidation of

chloride to chlorine (Schreurs, 1978 and Koshy et al., 1992) was not enhanced

at 70cC, but rather the increase in the diffusion of chlorine to the acceptor

stream was responsible for the subsequent increase in chloride interference.
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comparable to a similar photo-oxidation method that had an average recovery

of the model compounds in excess of 98% (Collins & Williams, 1977). In

another measurement of DOC in lake water via photochemical oxidation, the

average oxidation efficiency was 97% (Brooksbank & Goulden, 1975). The

recovery exercise on the model compounds was deemed sufficient to

demonstrate the oxidation capacity of the FIA system described in this work.

The DOC data obtained in this project through the FIA system was compared

with corresponding DOC data obtained from a HTCO Shimadzu 2000-UV

carbon analyzer, (see section 3.10.1). The comparison would further

substantiate the oxidation capacity of the FIA system described in this work.

Citric acid, Potassium hydrogen phthalate (KHP) and Urea recorded carbon

recoveries slightly greater than 100% (see table 6). Though these compounds

have recoveries above 100% they were still within an error of one standard

deviation of their average recoveries. All the other compounds had recoveries

equal to or greater than 90% with the exception of Nicotinic acid which had a

low carbon recovery of 79%. Nicotinic acid was one of the most resistant

materials to persulfate UV oxidation because of the slow degradation of the

nitrogen components of the organic substances to the inorganic forms like

nitrate and ammonia (Goulden & Anthony, 1978, Chen & Wangersky, 1993 and

Guardia et al., 1995). This compound seemed to be the only refractory

compound among the range of model compounds analyzed. However, the

situation might not be the same in a marine water body, given the complexity of

the substances present. The FIA system described in this work generally had a

high average carbon recovery (98±9%). However, the variation in terms of the
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standard deviation (9%) alluded to the fact that like all other WCO and HTCO

methods complete oxidation of DOC in seawater is not always possible. This is

a reality analysts have to bear in mind when obtaining results from instruments,

be it from complex instruments or laboratory constructed instruments like this

FIA system.

3.2.2 Organic carbon recovery in the presence of high and low levels of

inorganic carbon

Table 7

Carbon recoveries at a high and low levels of inorganic carbon (IC)

(Peak area x107)

_ S a m p | e Peak area % Recovery
: (±1SD)

1 4mg C/L (KHP, DDW) 1.8(0.1) 100

2 20mg C/L (IC, 35°/oo NaCI solution) 9.0(0.1)

3 20mg C/L + 4mg C/L (IC + KHP, 35%0 NaCI solution) 10.8(0.1) 100(8)

4 4mg C/L (IC, 35°/oo NaCI solution) 2.4(0.1)

5 4mg C/L + 4mg C/L (IC + KHP, 35°/oo NaCI solution) 4.1(0.1) 94(9)

Note: The 4mg C/L (KHP) had a 100% carbon recovery.

The oxidation efficiency of the 100% oxidant strength solution did not appear to

be affected by the presence of high or low levels of IC. This was evident from

the results of samples 3 and 5 which were made in the 35D/oO NaCI solution to

simulate the situation in the natural marine and estuarine environment (see

table 7). When the 4mg/L DOC (KHP) was placed with 20mg C/L (IC in 35°/oo

NaCI solution), the 4mg C/L (KHP) standard's carbon recovery was 100%, with
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the 4mg C/L (IC in 35°/00 NaCI solution), the 4mg C/L KHP standard had a

recovery of 94%. However, the 94% carbon recovery of the organic standard in

the low level of IC was within the interval (98±9%) provided for by the average

recovery for the model compounds. The above results had also demonstrated

the additive nature of the carbon signals. For example, the signal in terms of

peak area of sample 3 was equivalent to the sum of samples 1 and 2,

3.3 "Ghost Peak" (GP) Analysis

Natural marine water samples were capable of producing peaks without the

presence of the acid and the oxidant (see table 8). These peaks have been

operationally defined as ghost peaks, because theoretically these peaks should

not have appeared (see appendix 4.0).







There were suggestions that the GP phenomena might be eliminated if all

reagents were degassed, but as evident from figure 12 the degassed samples

registered "ghost peaks" with areas greater than their counterparts that were

untreated. It is recommended that the reagent bottles (containing the reagents

pumped through the FIA system) be covered with parafilms to minimize the

possible dissolution of gases in the reagents. Air bubbles have been observed

in the FIA system described in this work to cause spurious changes to the

conductivity of the acceptor stream (DDW) when air bubbles diffused across the

semi permeable membrane. The effectiveness of the membrane in keeping the

donor stream separate from the acceptor stream was also studied. This was

investigated in terms of the pH of donor line (acidic) and the acceptor fine

(neutral). The pH of the donor line was 3 and the pH of the acceptor line prior

diffusion varied between 6.5 and 7.0. The results were observed to be

consistent with theoretical expectations. In other words, the change in

conductivity in the acceptor stream resulting in the GP was not caused by the

seepage of the carrier stream through the membrane.

The ghost peak data for the untreated sub samples required special attention,

since the samples analyzed were not degassed. The ghost peaks under such

conditions, had average peak areas of 5.0 x106 (untreated, UV off) and 3.9 x106

(untreated UV on) respectively, see table 8. The data showed that the GP could

nearly doubled in some cases when the UV was off. This was not a problem in

this project since the analyses for DOC was carried out with the UV source on.

Nevertheless GP's will still be present. Their effect will be crucial when

considering the measured inorganic carbon (ICm) levels for the different
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samples. Consequently, the average "ghost peak" area was subtracted from the

ICm peak areas before the %CIOx was calculated. A mean peak area for the GP

(3.9 x106) was subtracted from the ICm peak areas of the seawater samples.

The ghost peak phenomenon has not been addressed in the literature therefore

it is difficult at this stage to fully establish its cause. However, GP could have

been caused by semi-volatile substances (DOC) that diffused across the semi

permeable membrane under the pressure initiated by the flow in the thin

(0.3mm, i.d) tubes. The preceding assertion was based on the facts that

degassing the seawater samples could not remove the GP and more vigorous

treatment like boiling resulted in a slight reduction in the GP. Dissolved gases

were not responsible for the GP because the standard procedures of degassing

with nitrogen gas and sonication have failed to eliminate GP. The GP

phenomenon should be investigated in detail in any future work involving this

FIA system.

3.4 Calibration curves

In analytical work unknown parameters are derived from a standard curve or a

calibration curve. A calibration curve has an important impact on the accuracy

and reliability of the data on the unknown parameter. In this project, calibration

standards were freshly prepared on the day of analysis for DOC. The carbon

standards were prepared from anhydrous sodium bicarbonate in DDW as well

as in the 35°/oo NaCI solution. Table 9 below gives the equations for typical

calibration curves for standards prepared in DDW and the 35°/oo NaCI solution
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over a period of time (see appendix 2 for the FIA peaks of a typical set of

calibration standards prepared in DDW).

Table 9

Typical calibration equations (equation for a straight line) used in the project

(Peak area x107)

Date

8/8/97(DDW)

9/8/97(35%, NaCI solution)

7/7/98(DDW)

7/7/98(35%, NaCI solution)

8/7/98(DDW)

8/7/98(35%o NaCI solution)

[C] range

mg/L

1-24

1-24

5-25

5-25

5-25

5-25

Slope

Peak area

0.4

0.3

0.4

0.3

0.4

0.4

Y-intercept

Peak area

0.2

0.9

0,3

1.9

0.5

1.5

R'

0.99

0.99

0.99

0.99

0.99

0.99

The mean slope or calibration sensitivity was 0.4(±0.1). The slope varied slightly

irrespective of the solvent (DDW and 35°/oo NaCI solution), used to prepare the

standards (see table 9). The slight variation in the calibration sensitivity could

have been caused by the variations in the conductivity of the acceptor stream

(DDW) (Koshy era/., 1992 and Kuban & Dasgupta, 1993) since the acceptor

stream was not buffered. On the other hand, buffering the acceptor stream will

increase its baseline conductivity and such increase will further reduce the

calibration sensitivity of the FIA system used in this work (Koshy et al., 1992).

The variations in the calibration sensitivity of the standards (both in DDW and

the 35°/oo NaCI solution) tabulated in table 9 were not significantly different in

contrast to the work by DeBaar and others (1993) that recorded large
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over a period of time (see appendix 2 for the FIA peaks of a typical set of

calibration standards prepared in DDW).

Table 9

Typical calibration equations (equation for a straight line) used in the project

(Peak area x10r)

Date

8/8/97(DDW)

9/8/97(35°/oo NaCI solution)

7/7/98(DDW)

7/7/98(35%o NaCI solution)

8/7/98(DDW)

8/7/98(35%o NaCI solution)

[C] range

mg/L

1-24

1-24

5-25

5-25

5-25

5-25

Slope

Peak area

0.4

0.3

0.4

0.3

0.4

0.4

Y-intercept

Peak area

0.2

0.9

0.3

1.9

0.5

1.5

R"

0.99

0.99

0.99

0.99

0.99

0.99

The mean slope or calibration sensitivity was 0.4(±0.1). The slope varied slightly

irrespective of the solvent (DDW and 35°/oo NaCI solution), used to prepare the

standards (see table 9). The slight variation in the calibration sensitivity could

have been caused by the variations in the conductivity of the acceptor stream

(DDW) (Koshy ef a/., 1992 and Kuban & Dasgupta, 1993) since the acceptor

stream was not buffered. On the other hand, buffering the acceptor stream will

increase its baseline conductivity and such increase will further reduce the

calibration sensitivity of the FIA system used in this work (Koshy ef a/., 1992).

The variations in the calibration sensitivity of the standards (both in DDW and

the 35%o NaCI solution) tabulated in table 9 were not significantly different in

contrast to the work by DeBaar and others (1993) that recorded large
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differences in the calibration sensitivities of standards made in distilled water

and synthetic seawater.

The FIA system used in this work has a 40% sensitivity of the most sensitive

method/instrument for DOC determination, because the most sensitive

method/instrument will have calibration sensitivity close to 1 (Skoog & Leary,

1992). The low calibration sensitivity of this FIA system was also reflected in the

detection limit of this FIA method (see section 3.5) which was generally lower

than other WCO methods like the method described by Koshy and others

(1992). However, this method could be applied to estuarine and coastal waters

that generally have DOC levels in the range of 1-20mg/L (Riley & Chester, 1971

and Head, 1976).

The Y-intercepts varied with the media of standard preparation, but not so much

within calibration standards made from the same solvent. The calibration curves

made from 35%o NaCl solution standards showed higher values for the Y-

intercept than the curves from standards prepared in DDW. The Y-intercept is

the instrumental signal for a blank. The high instrumental signal for a blank in

the 35°/oo NaCl solution was a result of the oxidation of chloride to chlorine gas

(Schreurs, 1978, Koshy etal., 1992 and Perdue etal., 1993). The average peak

area equivalent to the mean Y intercept for the 35%) NaCi solution calibration

standard curves in table 9 was 1.4 ±0.6. When the 35%o NaCl solution was

injected as a sample, an average peak area of 1.3 units was recorded, this was

93% of the mean peak area of the Y-intercept for the standards prepared in the
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35°/oo NaCI solution. The difference of 7% was probably caused by carbon

impurities in the DDW and NaCI salt used, albeit the use of analytical grade

NaCI. The mean Y-intercept for the DDW standards was 0.3+0.1. When DDW

was injected as a sample, the "bumps" it caused could not be distinguished

from the instrument noise implying that the DDW might have carbon residues

less than the detection limit (see section 3.5) of the FIA system used in this

work. Thus the intercept for the standards prepared in DDW could be caused by

the presence of carbon residues in the solvent (DDW) or contributions from

carbon from the previous injections and the contamination of the glassware

although the DDW used did not register recognizable signals when injected and

the glassware were soaked in 30% nitric acid.

The calibration curves registered correlation coefficients (R2) of one. The high

R2 values indicated a strong association between the peak areas and the

standard's concentrations. As a consequence the calibration curves were

reliable and were elucidating quantitative carbon contents of the samples.
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3.5 Detection Limits

Detection limits discern the ability of an instrument or method to differentiate

between small amounts of the analyte of interest and the noise due to the

instrument and other substances present in the solution. We are concerned with

the instrument detection limit (IDL) and the method detection limit (MDL). The

former limit gives the minimum distinguishable analytical signal (Sm) and is

based on the sum of the mean blank value (Sw) and three times the standard

deviation of the blank value (SDbi) (Skoog & Leary, 1992 and Skoog et al.,

1998). The MDL is the constituent concentration when processed through the

complete method produces a signal with 99% probability that it is different from

the blank. It can be calculated by taking the difference between IDL and SDbi

and divide it by the slope of the calibration curve.

In this project, the IDL was experimentally determined by repeated injection of

DDW as the sample over a period of three days. In the process of injecting

DDW, the other reagents were continuously pumped thus were simultaneously

injected. It had a magnitude of 0.3 peak area units. The method detection limit

was calculated based on the mean calibration curve of the DDW standards in

table 9, MDL had a magnitude of 0.8mg/L or approximately 1part per million. In

the method described by (Koshy ef al., 1992), the detection limit was 0.1mg/L, it

was a better method in that sense. The difference could have been a result of

the difference in modes of detection and the nature of the acceptor stream.

Furthermore, the operating temperature of the water bath was different in both

cases. In this project, the operating temperature was 58°C, this was essential,
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as increasing the temperature to 98°C as in the original method by (Koshy ef

a/., 1992) would also result in enhanced chloride interference (see section 3.1).

IDL and MDL calculation

IDL= Smean blank (Sbi) + 3(starrdard deviation of blank, SDbi)

= 0.3 + 3(0.1)

=0.6 peak area units

MEAN DDW EQUATION FROM TABLE 10: Y = 0.4X + 0.3

X = [C]=(0.6-0.3)/0.4

= 0.75mg C/L

=0.8mg C/L

MDL = 0.8mg C/L

Detection limits depend on the replicability of the baseline reading. Thus to

achieve a low detection limit, the baseline has to be constant. The FIA system

used in this work had a baseline conductivity that varied from 1 to 4 u.S/cm. An

increase in baseline conductivity has been observed to increase the carbon

signal for that particular standard or sample in terms of peak area; the same

was true for a decrease in baseline conductivity reading. The baseline in this

method was based on the conductivity of DDW. It was not buffered and so it

was subjected to variations caused by carry over effects, solutes adsorbed on

the PTFE tubes, surface of the Pt - electrodes and possible slow diffusion of the

previous injection caused by transfer kinetics at the membrane interface (Su et

a/., 1998). The set back was that conductimetry is a non-selective method of
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detection thus a high and variable baseline conductivity could cause

unacceptable noise (Su et al., 1998). If the DDW was buffered to avoid

variations in the baseline, it could have been possible to achieve a better

detection limit than that observed for this method. Although the flow of the

acceptor stream was observed not to be obstructed by the detector, the

retention of the DDW with ions cannot be disregarded. This was substantiated

by the fact that when the detector was opened and washed with DDW, the

baseline dropped. A change in the DDW passing through as the acceptor can

also bring the baseline down. If the DDW was buffered it could have been

possible to achieve a better detection limit than 0.8mg/L

3.6 Attempts to eliminate/measure inorganic carbon (IC)

3.6.1 Synthetically Prepared IC standards (25mg/L)

The acidification of the standards and samples was done without the presence

of the oxidant. In the development of the FIA method used in this project, IC

elimination was also considered despite the positive contribution it has on

dealing with chloride interference, see section 3.7. IC elimination depended on

a number of factors like pH, sample volume, the operating temperature and the

rate of degassing with nitrogen or oxygen (Sharp et al., 1993b).

IC removal was initially tested with a 25mg C/L standard made in DDW. From

numerical calculations based on the amount of carbonate in 40ml of the

standard, 0.04ml of 84% phosphoric acid was added for the complete removal
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of IC. The average peak area for the standard before acidification was 13.1

peak area units, after acidification plus moderate heating and vigorous stirring,

the same standard had a peak area of 1.1 units, see table 11. Since a

concentrated solution of the acid was used, further addition of the acid to

remove all IC in the standards will dilute the standard subsequently requiring

the readjustment of the pH of the standard or sample for that matter with 1M

NaOH to neutrality (pH 7). The readjustment of the pH of the standard or

sample with 1M NaOH would further dilute the standard or sample. Nitrogen

bubbling was not initially undertaken, in view of the fact that IC removal should

utilize materials and options that are readily available in developing laboratories.

The preceding reason might seem to be trivial in modern and developed

laboratories, the same cannot be said for laboratories in third world countries.

The significant reduction in peak area justified the above procedure.

Furthermore, the 25mg C/L standard (DDW) which was vigorously stirred

without degassing had almost the same recovery of IC after acidification as the

standard that was degassed with nitrogen (see table 11).
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Table 11

The peak areas of ZSmg C/L standard (DDW and 35°/0o NaCI solution) and three seawater
samples before and after acidification plus N2 bubbling and sonication

(Peak area x107)

Type of sample

25mg C/L (DDW)«

25mg C/L (35%> NaCI solution)

Nabukalou creek

Nukulau passage

Suva point

Prior

Acidification

(±1 SD) n=4

13.1(0.1)

15.4(0.1)

6.3(0.1)

4.8(0.6)

6.7(0.2)

After

Acidification

(±1 SD) n=4

1.1(0.2)

1.4(0.1)

0.4(0.1)

1.4(0.1)

2.2(0.2)

% reduction

(±1 SD)

92(9)

91(7)

93.9(6)

71(7)

67(7)

Note: « This standard was only moderately heated and vigorously stirred
Another 25mg C/L (IC) standard was prepared in 35%) NaCI solution and was analyzed as the
previous standard but with nitrogen bubbling and sonication.

The carbon signal for the 25mg/L standard prepared in the 35%o NaCI solution

(peak area) was reduced by 91 %, (see table 11) after acidification, and the

subsequent nitrogen bubbling and sonication. The high percentage reductions

of the IC signal in both types of standards mean that the amount of acid added

was not completely adequate. However, we are not concerned with eliminating

all the IC in the seawater samples but to just measure the portion (ICm) that can

be determined by the FIA system described in this work. In circumstances

where nitrogen gas and a sonicator are not available, vigorous stirring and

moderate heating could be undertaken.
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The measured inorganic carbon (ICm) in the seawater samples was not

equivalent to the total inorganic carbon in the seawater samples (Alkalinity:

buffering capacity of the seawater sample). This stemmed from the comparison

of the peak areas of the 25mg/L (IC) DDW standard and the seawater samples

before acidification in which the seawater samples registered about 50% of the

peak area of the standard.

3.6.2 Removal of IC from seawater samples

Natural water samples from three selected sites (Suva point, Nukulau passage

and Nabukalou creek) were collected and filtered before analyses as in section

2.4.7. To each 40ml of the different seawater samples 0.04ml of phosphoric

acid was added. The water samples were analyzed for their IC levels before

and after acidification. The peak areas of the marine water samples after

acidification plus nitrogen bubbling and sonication were smaller in magnitude

than their peak areas prior to acidification. Complete removal of IC was not

possible with the amount of acid added. The IC in these three samples was

reduced by 67, 71 and 94% respectively after acidification. The immediate point

to note here is that the standard procedure of adding a fixed amount of acid to

seawater samples and purging with nitrogen or oxygen gas to eliminate all IC

will not be successful in all cases. This is because different water samples will

tend to require different amounts of acid for the complete removal of IC. The

residual IC signals in all the samples after acidification were contributions from

unconverted IC and from the individual GP in each water sample.
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The complete removal of IC was not pursued any further because it has the

ability to mask chloride interference (see section 3.7). Furthermore, acidification

of seawater samples had been observed to change the composition of the DOC

present in the seawater samples, as demonstrated by fluorescence studies of

their spectra after acidification (Sharp etal., 1993a). Another scenario of sample

acidification is the fact that, acidification and the subsequent purging of the

water samples can result in the removal of acid volatile DOC (Perdue et al.,

1993). It was not the intention of this work that the inorganic carbon in the

seawater and coastal samples was to be completely measured. The preceding

notion stemmed from the method of determining DOC in this FIA system which

was by taking the difference between the ICm and the ICm plus the IC (TCm)

resulting from the oxidation of DOC (see section 2.8). Consequently, a high ICm

will obstruct the FIA system to elucidate the small differences to its value with

the addition of IC from the oxidation of DOC (Aleprin & Martens, 1993). In the

overall assessment of IC removal, it should be appreciated that complete

removal of IC is not easy. Furthermore, the method of DOC determination

utilized in this work did not require the measurement of the total IC in the

sample.
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carbon dioxide on chlorine diffusion must have been more prominent as the

level of IC increased (implying more carbon dioxide). The minimum amount of

chloride in all the standards prepared in the 35°/oo NaCI solution was 33°/00. The

doubling of carbon signals observed by Koshy and others (1992) must have

been a consequence of the removal of IC prior to DOC determination.

On the other hand, the amount of chloride oxidized per standard was not

equivalent to the amount of chloride oxidized when the 35%o NaCI solution was

injected as a sample without IC (see table 12, row 1). To assume that chloride

was oxidized consistently on all the standards prepared in the 35°/oo NaCI

solution would be contradictory to the above results. For example, the 1mg C/L

standard (35%o NaCI solution) had a peak area that was not equivalent to the

sum of the oxidized chloride in the 350/Q0 NaCI solution (1.30 X107 peak area

unit) and the 1mg C/L DDW standard (0.38 x107 peak area unit). The rest of the

standards (35%) NaCI solution) exhibited similar results as the above example.

The preceding results alluded to the possible suppression of the oxidation of

chloride by the inorganic carbon (Miller etal., 1993) present in the standard.

3.7.1 The outcomes of Chloride Quantification

This part of the work had strongly demonstrated that the IC present in a sample

could be used to the advantage of this method of DOC determination. The

major objective of the project was to affirm the applicability of the flow injection

method developed by Koshy and his co-workers in 1992 for the measurement
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of DOC in marine and estuarine samples. From this chloride interference

quantification exercise, one would realize that DOC from such sites could be

quantified without too much interference from chloride. This is because natural

marine waters have IC concentrations near 20mg C/L (Manahan, 1994), and for

such levels of IC, the %CIOx will be quantitatively small when calculated from the

equation in figure 14 (Y=166X ~1S, Y= %CI0X, X= ICm). There need not be

concern about whether all seawater or estuarine water samples will have an IC

level near 20mg/L as an IC level as low as 8mg/L would only register chloride

interference near 5%. Such low levels of chloride interference could be easily

accounted for in the determination of DOC (see section 2.8).

Brackish and estuarine samples can have their ICm quantified or enhanced with

synthetically prepared IC and necessary numerica! corrections can be made for

any residual chloride interference using the above equation. The numerical

approach for correcting the chloride effect is appropriate for this system since

we do not want to introduce any more chemicals that may change the pH of the

reaction media in any chemical method used for the elimination of chloride. In

addition, the system should be kept as simple as possible for ease of operation,

while at the same time provide accurate results.
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3.8 Attempts to eliminate/minimize Chloride interference

3.8.1 Reduction of Oxidant power

One of the approaches suggested in the objectives of the project was to reduce

the power of the oxidant with the hope of not oxidizing chloride. The amount of

oxidant used in this work was based on the amount of oxidant used by (Koshy

et at., 1992) and it was initially thought to be excessive (Personal comm.,

Koshy). Therefore, reducing the oxidant strength could have reduced the

possibility of oxidizing chloride given its high positive reduction potential at 25°C

(Alyward & Findlay, 1974). Consequently, the interference by chloride on the

DOC signal will be eliminated or minimized. The proposed oxidation scheme for

organic compounds by persulfate is given below. The oxidation ability of the

persulfate is a result of its ability to produce hydroxyl radicals upon

photodecomposition. The radicals are highly oxidizing in nature, most forms of

organic carbon are converted to carbon dioxide (Koshy et a/., 1992).

Oxidation scheme of organic carbon by persulfate (Stumm & Morgan, 1981 and Minisci et ai,
1983)

S2Oar ->• 2SO4" (0-0 bond scission)

S04~+ H20 ->HSO4' + OH' (hydroxyl radical production)

20H' + DOC + 1/2O2 -> CO2 + H2O (oxidation of DOC)

20H" ->H20 + I/2O2 (removal of the hydroxyl radicals)

The objective behind this part of the work was to reduce the oxidant strength to

a level that would have a carbon recovery near 80% with a view to boost carbon

recovery to 100% using TO2 catalyst. The data in table 13 clearly demonstrated
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3.8.1.1 The use of the catalyst: Titanium dioxide

In section 3.8.1, the 50% oxidant strength solution was chosen as the new

oxidant to be used in conjunction with the catalyst. The photocataiytic activity of

titanium dioxide is well known especially amongst those in the paint industry,

where it causes the problem of flaking. The catalyst has been found to oxidize

most organic compounds including methane gas (Matthews et al., 1990). TiC>2

has been widely used in the decontamination of effluents from industries and

laboratories containing substances like dyes, nitroamines and other organic

substances (Heller, 1995, Yu-Chuanming & Jiang, 1995, Harada, 1994, Martin

et al., 1995, Guittonneau ef al., 1995, Rao & Sangeeta, 1995, Tang & Huren,

1995, Tabata ef al,, 1995 and Giglio ef al., 1995). The OH radicals were

produced from titanium dioxide in the following sequence (Pramauro et al.,

1995)

TiO2 + hv {E>Ebg-> e.(CB)} + h+ (i)

O2(adsorbed) + 6~(CB) - > O/fadsorbed) (11)

Tiiv-0H" +• h+->Ti'7.OH (iii)

Tilv-OH2 + h+-> Ti'V.OH + H* (iv)

CB - Conduction band, Ebg - Band gap energy, h* - Valence band holes, hv - UV

Note: The production of hydroxyl radicals occur at the surface of the catalyst particles

On the incident of about 3% UV radiation the T1O2 particles absorb the radiation

and promote electrons to the conduction band leaving corresponding valence

band holes. The charge carriers (holes) can be lost through recombination or

rapidly migrate to the surface of the particles to get trapped as radicals (holes:
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[Tiiv-O'-Tilv]-Ohr). At the surface of the TiO2 particles the surface radicals

(holes) give rise to reactions (iii) and (iv).

The catalyst could be utilized as a suspension or it can be embedded on glass,

without affecting its catalytic activity. The catalyst was used in this project as a

suspension because of its simplicity in application.

Organic carbon standards (KHP) used in the recovery experiments were of the

following concentrations: 2, 5, 15 and 25mg C/L (see table 14), The FIA system

described by (Guardia et el., 1995) required a specific amount of TiC>2 (0.5g/L)

to be used for oxidation. However, the recommended amount was not

applicable to the FIA system described in this work because Guardia and others

(1995) used reaction tubes with larger internal diameters (0.8mm).

Unfortunately, reaction tubes with internal diameters of 0.8mm were not

available. Consequently, new amounts of the catalyst had to be tried on this FIA

system and it was established that 0.0048g of titanium dioxide was the optimum

amount required per 40ml of the standard. The suspension was made with the

mixture of 50% oxidant solution and the catalyst by using a magnetic stirrer.

This was to avoid the oxidant pump tube from taking in the large granules of the

catalyst.

The information in table 14 was obtained using the 50% oxidant strength

solution on KHP standards with and without the catalyst. With the 50% oxidant

95





The carbon recovery for this standard was less than its recovery with the 50%

oxidant strength solution alone. The low carbon recovery for the 15mg C/L

standard was the consequence of the irregular flow of the oxidant to the

oxidation chamber. In the preceding experiment with the 15mg C/L standard

and the 50% oxidant strength solution plus 0.0110g of titanium dioxide, leaks

caused by blockages were frequent. To further substantiate the observation

(blockage/leakage) that increasing the amount of catalyst was detrimental to the

operation of the FIA system, a 2mg C/L and 15mg C/L (KHP) standards were

oxidized with 50% oxidant strength solution plus O.IOOOg TiO2- The standards

did not register any carbon signal at all because severe blockage of the tubes

by TiC>2 made the FIA system operations very difficult.

Another possibility is to have this catalyst immobilized on the inside wall of the

tube wounded around the UV source as was used by (Matthews et a/., 1990).

However, this approach was not feasible for this method since the tubes are

very small and the packing of the catalyst will mean that FIA parameters like

pumping tubes and pumping rates etc., will have to be optimized again.

3.8.1.2 The effect of 50% oxidant+0.0048g catalyst on chloride interference

The "new" oxidant combination (50% oxidant strength solution + catalyst) was

tested for its effect on chloride interference. The following standards, 2, 4, 16

and 24mg C/L (IC) were made in DDW and the 35O/OO NaCI solution and

subjected to the "new" oxidant. The data showed a positive enhancement of the

chloride signal (see tables 15 & 16). The use of IC standards instead of organic
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Since the NH2OH.HCI was placed in the 35°/00 NaCI solution, in the oxidation

chamber there was an oxidant and a reducing agent present simultaneously.

However, from the above results it was obvious that its mode of operation was

the reduction of any chlorine gas formed during oxidation. It was decided after

this part of the work that the reducing agent with a concentration of 3000mg/L

would be used to reduce the chlorine produced in the oxidation chamber back

to chloride ions.

3.8.2.1 Effect of 3000mg/L NH2OH.HCI placed in the acid on chloride

interference

The optimized concentration (3000mg/L) of the reducing agent was prepared

and placed with the acid used for carbonate and bicarbonate conversion to

carbon dioxide (see figure 5). This was undertaken to eliminate any possible

counter action between the reducing agent and the oxidizing agent in the UV

chamber.
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micro-porous tubing's capacity to eliminate chloride interference. The tubing

was porous therefore gases like chlorine and oxygen produced in the oxidation

chamber (Koshy et al., 1992) should pass through the pores.

When the micro-porous tubing was attached to the line after the UV chamber

the carbon standards (5-15mg/L) made in the 35%o NaCI solution exhibited

chloride interference (%CIOx) less than 10%. The average %CIOx was 5% for that

range of carbon standards. The trend was that at 5 and 10mg C/L (IC), the

%CU was less than the %CI0X at 15mg C/L. When the accurel was removed the

%CI0X observed was similar to that obtained in section 3.7. That is as the

concentration of inorganic carbon (IC) increased the %CIOx decreased, see

figure 16. The micro-porous tubing had the capacity to eliminate most of the

chlorine produced in the oxidation chamber. The results in table 20 showed that

when the micro-porous tubing was placed after the UV chamber the %CIOx was

reduced in all the 35%a NaCI solution standards (IC).
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3.9 Gas diffusion and Conductivity detection

A gas diffusion membrane was used to separate the donor and acceptor

streams (see figure 5). A number of different methods of separation were used

in other applications (Ruzicka and Hansen, 1981). Gas diffusion was

considered to be highly selective because few species could be generated as

gases at room temperature (Motomizu et al., 1987). Various types of

membranes had been used. These included silicon, rubber and micro porous

tetrafluoroethylene (PTFE) which was the most versatile of them all and was

used in this project.

The carbon dioxide diffused across the membrane to the acceptor stream

(DDW) and changed its conductivity. The acceptor stream was directed to a

custom-built conductivity cell, that detected the change in conductivity. The

change in conductivity was proportional to the quantity of analyte present in the

sample or standard. The use of DDW as the receptor for CO2 resulted in a

negligible background conductance but baseline fluctuations were still observed

because of ions adsorbed on to the surface of the electrodes and minute

impurities in the DDW. Unlike a similar method by (Kuban & Dasgupta, 1993),

where DDW was used as the receptor in the acceptor stream the FIA method

used in this project did not have any serious problem with its baseline. Factors

like the type of membrane, the temperature of the water bath and length of the

reaction coil could affect diffusion in general. However, of all the factors

mentioned, the temperature of the donor stream (which is dependent on the

temperature of the water bath) was the most effective in enhancing diffusion
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(see section 3.1). The enhancement of diffusion was due to the acceleration in

the production of volatile compounds and increment of the partial pressure of

the donor stream and the diffusion coefficient (Cardwell et al., 1994). In a study

where volatile acids were separated from wines, the use of a diffusion

membrane resulted in the excellent separation of the volatile acids (Barros &

Tubino, 1992).

The main disadvantage of a diffusion membrane is that the different species of

interest have to be gaseous, consequently, all other gases had to be removed

because gases (not necessarily acidic) have been observed to cause positive

changes to the conductivity of the acceptor stream in this FIA system. The

preceding observation was made possible by deliberately introducing air

bubbles into the carrier stream. In a method developed for total carbon dioxide

and ammonia, hydrogen sulfide was removed by the addition of zinc ions, since

hydrogen sulfide was also capable of diffusing across the membrane (Hall and

Aller, 1992). It might not be possible to remove all interfering gases.

In the FIA manifold used in this work, diffusion and conductivity detection

occurred at two different places. Diffusion and detection can be combined to

enhance signal sensitivity (Johnson ef al., 1992). When these processes occur

at two different places, there will be a loss of kinetic information and dilution of

the sample's analyte signal (Pavon ef al., 1992). The dilution process also

contributed to moderate detection limit exhibited by this FIA system. The

minimization of this dilution process would improve the limit of detection

(Johnson ef al., 1992). It is not quite clear whether less soluble gases like
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carbon dioxide would dissolve in the acceptor stream in time for detection, if the

two processes are to be combined.

Conductimetric detection of the carbon signal in this project had some

advantages over other forms of detection like spectrophotometry and

potentiometry. First, the detector was simple and was constructed of Perspex

glass with four platinum electrodes. This conductivity detector was far cheaper

than the average detectors for spectrophotometry, coulometry and

potentiometry. The above advantages might not be of any significance in well-

developed laboratories, but the impact they have on this FIA method's

application in a developing laboratory could not be ignored. Perhaps the most

important advantage of conductimetric detection was that it had better day to

day reproducibility, sensitivity and detection limits than the other forms of

detection like spectrometry and potentiometry (Kuban & Dasgupta, 1993). The

data in terms of peak area reported in this work were actually conductivity

changes in the acceptor stream that were initially detected by the custom built

conductivity detector.
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3.10 DOC measurement

The prime objective of this part of the project was to do a baseline study of DOC

in the Suva lagoon. The period of sampling was not adequate to make future

predictions on the DOC levels in the Suva lagoon. In addition, a minor

comparison was made between the DOC data obtained from this FIA system

and the Shimadzu 2000-UV HTCO unit.

The modified method was used to analyze for DOC levels on selected sites in

and around the Suva harbor and Laucala bay that received organic substances

from in shore sources. The sampling of the sites was carried out over a period

of fourteen weeks (April - August, 1998). In this time frame, sampling was

alternated between coastal sites and offshore sites within Laucala bay and

Suva harbor (see figure 10). The coastal sites were sampled for eight weeks

and the offshore sites were sampled for six weeks.

3.10.1 Comparison of the DOC data obtained from the FIA manifold and

the Shimadzu 2000-UV HTCO unit

The discussion in this part of the work on DOC will be based on the average

DOC values obtained for each individual method of DOC determination. The

above approach was suitable because of the standardizing effect of using

averages as opposed to the use of raw data for comparative work (Damond &

Harvey, 1987 and Skoog & Leary, 1992). Furthermore, the use of averages for

comparative work between WCO and HTCO methods on DOC data were done
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by a number of research workers (Gershey ef al., 1979, Riley & Skirrow, 1975,

Sugimura & Suzuki, 1988, Wangersky, 1993, Tugrul, 1993, Hedges et al., 1993,

Chen & Wangersky, 1993, Miller et al., 1993, Sharp ef al., 1993b&c and Tupas

et al., 1994). The reported averages of the data obtained for the FIA method

used in this work were transformed by a statistical procedure (square root

transformation, see appendix A 6.0).
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on the DOC present in the Suva lagoon (this would be discussed in the next

section). The transformed DOC data was essentially the same as the raw

average data according to an F-test performed on the two sets of data (see

appendix 6). The only marked difference in the raw and transformed data was

the generally low standard deviations quoted for the transformed data. The

similarity between the above sets of data was also evident from the similar

correlation coefficients (R2=0.7) calculated for the individual plots of raw and

transformed averages against their standard deviations (figures 17 & 18).

Because of the demonstrable similarity between the raw and the transformed

data, it was acceptable to compare the two sets of data (FIA system &

Shimadzu 2000-UV) using the FIA transformed averages and the average DOC

data from the Shimadzu 2000-UV HTCO unit.

The variation of the DOC data with respect to the individual methods of (FIA &

Shimadzu 2000-UV) of DOC determination used in this work was statistically

insignificant (ANOVA, see appendix 6). However, there were some disparities

between the data from the FIA system and the Shimadzu 2000-UV HTCO unit

mainly with the coastal sites (Suva point [4], 200m Nabukalou [7], Nabukalou

creek [8], Tamavua river [9] and Tradewinds [11]). The coastal sites are

essentially estuaries and the above sites reflected their estuarine nature by

registering generally low salinity in the range of 23 to 34psu. Estuaries generally

have higher concentrations of colloidal DOC than pure marine waters and

colloidal DOC have sparing susceptibility to all forms of oxidation (Miller et a/.,

1993 and Lee & Henrichs, 1993). Apart from the negative difference registered
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irrespective of the method. The oxidation efficiency of the HTCO unit was

observed to be negatively affected when the estuarine and coastal waters were

injected as samples. It was later found that the platinum catalyst used in the

Shimadzu 2000-UV HTCO unit was usually clogged with salt residues and this

caused the incomplete DOC oxidation and the poor maintenance of the HTCO

unit's baseline. The above problem became so frequent that only two sets of

random DOC analyses were done. The clogging of the platinum catalyst was

persistent albeit the presence of an in-built halogen scrubber. On the other

hand, both methods generally showed high DOC values for the sites receiving

direct organic discharge (Kinoya outfall, 200m Kinoya outfall and Nabukalou

creek) and lower DOC values for those sites perceived to be far from the

organic discharge (Centra hotel and Nukulau passage). The preceding

observation showed that the FIA system was suitable for the quantitative

determination of DOC in coastal and estuarine waters.

The disparity of the DOC values obtained from the HTCO unit and the FIA

system described in this work was probably caused by the incomplete oxidation

of DOC by HTCO unit. The other reason for incomparable DOC values

between HTCO and WCO methods is the effect of unaccounted blanks (Hedges

ef a/., 1993). In this work the effect of blanks was negligible because the

differences tabulated in table 20 were not constant as expected of

circumstances where the disparities between WCO and HTCO methods were

caused by blanks (Miller ef a/., 1993). Furthermore, the data from both methods

(FIA system & Shimadzu 2000-UV HTCO unit) were corrected for the blanks

(reagent, water and instrument) in terms of the Y intercepts of the calibration
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standard curves used. The Y intercepts of the calibration curves are reliable

estimates of the total blank value (Skoog & Leary, 1992).

3.10.2 DOC variation in the sites sampled as determined by the FIA

system

It is essential to note here that this was a baseline DOC study of selected sites

in the Suva lagoon and not a comprehensive study of the temporal and spatial

variation of DOC in the Suva lagoon. The discussion had been categorized into

coastal and offshore sites to ensure clarity. The coastal sites referred to were

those sites at the interface of the land and the sea and the offshore sites

referred to were those sites further out of the coastal waters. The sites were

intentionally sampled on fine days although it did not matter if it rained a few

days before sampling. It has been argued that the DOC present in coastal

waters originated from terrestrial sources like sewage outfalls, rivers, streams,

creeks and industrial effluents (Stumm & Morgan, 1981, Riley & Chester, 1971

and Libes, 1992). On the other hand DOC could also be produced in situ by

phytoplankton and the degradation of organic matter by microorganisms

(Thurman, 1985 and Libes, 1992).

The results of this work in figures 19 and 20 demonstrated a wide variation of

DOC on each site at each time of sampling. The large variation of DOC

indicated that the input from land based sources like creeks, rivers and storm

waters run off significantly influenced the DOC levels present at each site. The
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The sites were in fact point sources of organic matter. The sites were in or at

river mouths (Tamavua and Vugalei Bridge), in a creek or at its opening

(Nabukalou creek and Tradewinds) and near storm water outlets (Nasese and

Suva point). There were direct organic discharges into the sites, consequently it

was not seen necessary to actually take samples from the land-based sources.

The greatest DOC variations were observed in all the sites at sampling trips 1, 3

and 7(see figure 20). In all the above trips the Suva area experienced rainy

weather on a range of 1-5mm three days prior to the sampling day (Fiji

Meteorological Service, 1998). Consequently, the rain accelerated the input of

DOC in to the sites (Clair & Erhman, 1996). The sampling trips 1, 3 and 7

showed on average DOC levels greater than 10mg/L The preceding DOC level

(10mg/L) was usually associated with estuarine water without any obvious

pollution (Head, 1976). By taking 10mg/L as the normal DOC level for the sites

sampled in this work, it would be appropriate to label all the sites on sampling

trips 1,3 and 7 as being polluted from the DOC input from the landmass of

Suva. Tamavua river exhibited a nearly consistent DOC level around 10mg/L

through out the sampling period apart from the huge drop exhibited by all sites

during sampling trip 5. The preceding observation for the Tamavua river was

consistent with the assertion by Libes (1992) that DOC levels in rivers tend to

show minor changes in DOC levels when there is rain. No specific reasons

were given for the consistent levels of DOC in rivers although factors like the

rapid movement and coagulation of terrestrial DOC upon mixing with cations

like Ca2+ and Mg2+ associated with rainy weather and saline waters respectively

might have diluted the DOC present at the site (Libes, 1992). The Tamavua
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river site was within a part of the river that has a constant interchange with the

sea (high levels of cations).

During sampling trip 5, all the sites registered very low levels of DOC that were

not detected by the FIA system except for the Tradewinds site which had 3mg/L

of DOC. In the three days prior to this sampling trip, the Suva area experienced

an average of 0.3mm of rain. Consequently, the Suva lagoon received less

surface runoff and this factor contributed to the low DOC values registered by

the sites. Apart from the rain and the subsequent increase in organic input to

the sites, the sites that are near productive sources of DOC (e.g. creeks)

seemed to maintain DOC levels greater than the method detection limit of the

FIA system. The site near Tradewinds showed a higher DOC level than the

other sites probably because of the fact that it was an opening of a brackish

creek to the sea, therefore it maintained a reasonable level of DOC in the

absence of surface run off. Salt marshes including mangrove swamps are

productive sites of DOC (Lai, 1990). Furthermore, the Tradewinds site was

close to a hotel, a fishing company wharf and a number of yachts were moored

in the vicinity of the site from which organic discharge to the site were very

likely. Furthermore, the site had limited interaction with the open sea,

consequently the discharge from the creek remained fairly longer at the site,

albeit tidal movements.

During sampling trip 2, the Nasese, Tamavua river and Vugalei bridge

registered DOC levels around 15mg/L whilst the rest of the sites had DOC

levels in the range of 3 to 4mg/L There wasn't any significant rain (average of
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0.1mm) three days prior the day of sampling and it was expected that al! sites

would register DOC levels less than 10mg/L. On the contrary, Nasese,

Tamavua and Vugalei bridge register DOC levels greater than 10mg/L because

they have freshwater input from the storm water outlet, a river and a mangrove

swamp. These freshwater sources did not necessarily stop discharging into the

sites in the absence of any significant form of rain apart from some light

showers prior to the time of sampling.

Generally, during the sampling trips 4, 6 and 8 there were no significant rain

(0.2mm - 0.4mm) in the last seventy two hours prior the sampling of the sites.

Consequently, all sites registered DOC levels less than 10mg/L Even with

these sampling trips, those sites that continually have fresh water discharge like

Nabukalou creek, Tamavua river, Vugalei bridge and Tradewinds registered

DOC levels greater than the DOC levels for sites like Suva point and Nasese

which strongly depend on DOC input from the storm waters apart from the

natural background DOC. The freshwater discharges in these sites were

generally high in organic matter (Naidu et al., 1989) therefore, higher DOC

levels were expected.

The general trend was that fine weather was usually associated with DOC

levels less than 10mg/L and wet weather that results in significant surface run

off could double or even triple the DOC levels in the sites. It would be incorrect

to ascribe the background DOC in the sites to be around 10mg/L because in the

absence of significant surface runoff, there were still slight discharges from the

storm water outlets and furthermore sites in the creeks and river continualiy
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have freshwater input. Random dissolved oxygen (DO) measurements of the

sites registered DO levels in the range of 5-8mg/L. Independent DO

measurements around the Laucala bay by the staff of Kinoya sewage treatment

plant registered a similar range of DO (Australia, Department of Transport and

Construction, 1982). The above range of DO was close to the expected DO

level of seawater at 25°C (Manahan, 1994) which is 8mg/L. The sites could not

be described as being oxygen deficient because the samples were collected as

surface samples, which generally have good aeration due to wave action. The

direct dissolution of oxygen in the sites was possible because the sites were

shallow, usually less than one meter in depth. However, the registration of DO

levels around 5mg/L indicated that DOC oxidation by microorganisms could

have utilized some oxygen, although the use of oxygen for animal respiration

and poor aeration could also cause reductions in the DO levels in the sites.

Furthermore, the slightly warm waters observed at the sites (26°C) might have

halted the dissolution of oxygen (Manahan, 1994).

3.10.2.2 Offshore sites

These offshore sites were situated in the Suva lagoon in the range of 0.1km to

5km from the shoreline. The sites sampled with the exception of the site near

Centra hotel registered varied levels of DOC on each sampling trip. The large

variations shown by these sites indicated the significance of the terrestrial

organic input on the levels of DOC present in each site (see figure 21). The

above observation was also seen with the coastal sites discussed in the

previous section. The input of organic matter into the Suva lagoon was
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passages where there is constant water movement towards the inner Suva

harbor at high tide and outwards to the barrier reefs at low tide could have left

this site with consistent low DOC level (Kumar, 1999). In other words, the water

movements initiated by high and low tides as well as wind action could have

driven the top layer of the seawater (which usually has the terrestrial water

input) outwards from the site (Australia, Department of Transport and

Construction, 1982). On the other hand, the continual interchange of seawater

(more cations like Mg2+ and Ca2+) and the freshwater from the storm water

outlet near the hotel could have coagulated the DOC input from the outlet upon

receipt at the site (Libes, 1992). Consequently, lesser DOC was present in the

water column of the site near Centra hotel.

During sampling trips 1 and 2, all the sites apart from the site near Centra hotel

registered DOC levels greater than 20mg/L On both trips, the Suva area

experienced rain (4mm - 5mm) in the last seventy two hours before sampling

resulting in increased surface runoff from the rivers, storm water outlets and

creeks in to the Suva lagoon. Therefore most of the sites registered high DOC

levels. During the above trips (1 & 2) the site near Mosquito Island and the site

200m from the Nabukalou creek registered the highest levels of DOC than the

other sites. The site at Kinoya outfall was expected to have higher DOC levels

on the above trips because of the continuous discharge from the outfall (Per

comm., Shaihnaz) and the added DOC from the surface runoff originating from

the surrounding coastline and the Vunivadra tributary. There is a possibility that

the discharge from the outfall dispersed to the surrounding areas giving rise to

the high levels of DOC registered at the site 200m from the outfall. Likewise, the
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site 200m from the Nabukalou creek registered high Ieveis of DOC during the

sampling trips 1 and 2 because of the dispersion of the organic discharge out to

the sea caused by wave action and receding tides. Furthermore, with increased

surface runoff it was possible that the site 200m from the sewage outfall had in

its vicinity higher levels of organic matter originating from the discharge from the

Vunivadra tributary given its proximity to the observed path of riverine

discharge.

The site at Nukulau passage unexpectedly registered high DOC levels in

sampling trips 1 and 2 although it was the furthest site from the landmass of

Suva. The high DOC levels registered by the site at Nukulau passage probably

arose from discharge from the Rewa river that was usually driven by the

southeast trade winds which predominantly blow toward the Laucala bay

(Australia, Department of Transport and Construction, 1982 and Kumar, 1999).

Consequently, the Nukulau site becomes an entry point for the Rewa river

discharge into the Laucala bay. The backward movement of surface water into

the bay through the Nukulau passage become more pronounced when the tide

comes into the bay (Kumar, 1999). On the other hand, at low tide Nukulau

passage and Nukubuco passage become the major exit points of the water from

Laucala bay to the open sea. As a result it would be possible to have high levels

of DOC on any particular day. Furthermore, surface runoff from Nukuiau island

increased by rain prior the sampling trips land 2 could also increase the levels

of DOC in the Nukulau passage. During the above trips the site near Mosquito

island also registered high DOC levels because the site was in a channel that

connects the bay of island to the open sea and it is highly probable that the
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surface run off from the surrounding coastline pass through this site. On the

other hand, the site 200m from the Nabukalou creek also registered high levels

of DOC because of the increased discharge from the Nabukalou creek, Suva

fish market and the possible re-suspension of organic matter in the water

column caused by the movements of ships and motorized boats. The above site

was close to the Suva main wharf.

During sampling trip 3, the sites at Nukulau passage and 200m from the

Nabukalou creek registered DOC levels between 10mg/L and 20mg/L The rest

of the sites registered DOC levels less than 5mg/L The effect of surface run off

was minimal here, although light showers (average, 0.8mm) occurred within the

seventy two hours before sampling. However, the sampling trip coincided with

receding tide. Consequently, the sites at Nukulau passage and 200m from the

Nabukalou creek experienced high levels of DOC because of the dispersion of

organic matter from the continuous discharge from sources like the Kinoya

sewage outfall, Vunivadra tributary and the Nabukalou creek. In other words,

the outward movement of the surface water caused by the receding tide

dispersed the organic discharges from in shore sources to the sites further out

in the lagoon. On the other hand, the sites at Kinoya outfall, near Mosquito

island, 200m from Kinoya and the site near Centra hotel experienced DOC

deficiency.

During sampling trip 4, the sites generally registered one of the lowest DOC

range in all the sampling trips in the study. The low DOC levels were probably

due to the insufficient surface run off prevalent because of the generally fine
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weather that prevailed seventy two hours before sampling although brief

showers (0.4mm) occurred. On the contrary, the site at Kinoya outfall was

expected to maintain a reasonable level of DOC around 10mg/L, because of the

continuous discharge from the sewage outfall.

The sampling trips 5 and 6 took place after a couple of rainy days (0.2mm -

1.0mm) and the rain increased the surface runoff to the Suva lagoon. As a

result, most sites generally registered high DOC levels than on sampling trip 4.

The above observation is consistent with the work by Clair & Erhman which

stated that surface runoff could increase DOC levels in coastal waters (Clair &

Erhman, 1996). Furthermore, these two sampling trips were taken at high tide,

consequently sites (see figure 10) close to the Suva Iandmass apart from the

site near Centra hotel registered higher levels of DOC than those sites further

out into the Suva lagoon. The preceding result was a consequence of the

concentration of the surface run off near the Suva Iandmass caused by the high

tide.

Generally, the offshore sites exhibited DOC levels that were influenced by the

surface runoff from the Suva Iandmass. Furthermore, the movements of

seawater in the Suva lagoon caused by tides and wind action also influenced

the amount of DOC present in a site. In contrast to the coastal sites, tides were

equally important as the effect of rain on the level of DOC in any coastal water.

More accurate estimates of the DOC levels in the Suva lagoon could be made

with a longer DOC monitoring study, which was outside the scope of this

project.
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to the pH of oceanic waters (pH 7.5- pH 8.2) (Campbell & Meadows, 1988 and

Fergusson, 1990). However, some of the sites exhibited pH levels as low as pH

7 because of the freshwater input from the landmass of Suva. The offshore

sites generally have higher salinity and conductivity than the coastal sites

because of the high levels of ionic species such as HCO3", Na* and Cl" present

in predominantly marine waters. The temperature remained fairly constant at

about 26°C.

3.10.4 General discussion on the Samples analyzed

DOC monitoring of the study area (Laucala bay and Suva harbor) had not been

done conclusively in the past except for a preliminary study by (Hansen &

Lausten 1995). The accuracy of the data cannot be assured to any extent,

however, the above study was the only one in which DOC measurements were

carried out. The method they utilized was the one developed by (Koshy et ah,

1992). The DOC values for some of the sites monitored in this project were

three to five times greater than values obtained by (Hansen & Lausten 1995) for

the same sites. The differences could also be a result of the preliminary nature

of the previous work and possibly due to the increase in DOC as a

consequence of the increase in waste discharged into Laucala bay and Suva

harbor usually associated with the increase in population near coastal areas

(Stumm & Morgan, 1981).

The lack of established DOC data of the Suva lagoon impaired comparative

studies to verify the data obtained in this project. To put some reliability on the
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data obtained through this FIA system the samples were also analyzed twice

with a Shimadzu 2000-UV HTCO analyzer. Some of the sites like Kinoya outfall

(1), Centra (6) and Nukulau passage (3) showed similar DOC values from both

methods. On the other hand, the HTCO unit developed many problems like the

clogging of the catalyst and the poor maintenance of the baseline after several

marine samples were analyzed. The above problems warranted the continuous

availability of qualified technicians to attend to such problems. On the other

hand, the modified FIA method used in this project did not have the above

problems. However, the important aspect of the HTCO results with respect to

the results obtained from this FIA method, was that they both showed high DOC

levels for polluted sites and low DOC levels for the less polluted sites. The

above observation indicated the suitability of the FIA system described in this

work for the quantitative determination of DOC in estuarine and coastal waters.
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levels. On the other hand, most of the organic effluents from the landmass of

Suva to the Suva harbor and Laucala bay were not treated.

All the sites studied in this project were close to the land thus, input from it

significantly influenced the DOC determined for the sites. The focus of the

discussions on the site's DOC levels was based on the input sources from the

land than on natural sources of DOC in them. The premise for that approach in

the discussions was the fact that this DOC data was reflective of substantial

land input (Riley & Chester, 1971 and Stumm & Morgan, 1981) given the large

variations on each day of sampling. However, there is little information about

the separate contribution from the natural and anthropogenic sources found in

the total DOC we have been able to measure in the Suva lagoon.
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CHAPTER 4

CONCLUSIONS

The modified FIA method used in this work had a method detection limit (MDL)

of 0.8mg C/L, a carbon recovery of 98±9% and a sample throughput of 60

samples per hour. The sample throughput and carbon recovery of this modified

FIA method were comparable to the sample throughput and carbon recovery of

the FIA manifold described by (Koshy ef a/., 1992) which were 98% and 45

samples per hour respectively. On the other hand, the modified FIA method had

higher MDL than the FIA method described by (Koshy et al., 1992) implying that

this modified FIA method was slightly lower in sensitivity than its predecessor.

The modified FIA method also suffered from chloride interference, but the

interference by chloride (%CU) was masked to levels as low as 1 % with

inorganic carbon (IC) levels greater than 8mg/L. The interference by chloride is

related to the level of IC in an estuarine or coastal water sample by the following

equation (Y =166x"15, Y = %CU and x = [IC]). Because of the high levels of IC

in most coastal and marine waters (Manahan, 1994), the modified FIA method

could be used for the determination of DOC in these type of water samples

because chloride interference could be reduced significantly.

The combination of the TiO2 catalyst with the reduced oxidant solution (50%

oxidant strength solution) increased both the carbon recovery and chloride
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interference. The level of chloride interference was increased by a factor of

12%-51% from the levels of chloride interference observed with the 100%

oxidant strength solution alone on different levels of organic carbon. In other

words the above combination did not alleviate the interference by chloride but

rather it enhanced it.

NH2OH.HCI could reduce the chloride signal by 81 ±11%. In the presence of

varying amounts of carbon the reducing agent (NH2OH.HCI) reduced chloride

interference in the range of 80% to 98%. In other words, the carbon present in

the standards also assisted the reducing agent in dealing with chloride

interference. However, the combined capacity of the reducing agent and the

level of carbon in the standards to minimize chloride interference was similar to

the masking effect of IC on chloride interference alone.

The insertion of the micro-porous tubing immediately after the UV chamber

reduced chloride interference to an average level of 5%. This indicated that, the

interference by chloride was minimized by an average of 95%. The major

drawback of this micro-porous tubing in its application was the fact that any

slight irregular flow (increase in the internal pressure of the lines initiated by

minor blockage) can result in the permeation of both chlorine gas and the

solution passing through it. This had resulted in the reduction of the carbon

signal detected by the conductivity detector.

The reducing agent and the micro-porous tubing were adequate to minimize

chloride interference, however the above approaches of dealing with chloride
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interference were not incorporated into the modified method. Instead of the two

options investigated specifically for their reduction capability of chloride

interference, the masking effect of IC on chloride interference was incorporated

into the modified FIA method. The masking effect of IC on chloride interference

was incorporated because of its simplicity in application, superior capacity in

reducing chloride interference than the other two approaches and its (IC)

generally high concentration in most estuarine and coastal waters.

The baseline DOC study in this work indicated that the Suva lagoon received a

significant amount of DOC from the landmass of Suva. Factors like rain, tide

and current movements in the lagoon significantly influenced the concentration

of DOC present in the water columns of the sites monitored. The sites

monitored registered DOC levels in the range of 0.8mg/L to 35mg/L. An

average rainfall as low as 0.1mm in the three days prior to the sampling day

could double or triple the levels of DOC determined at these sites. Furthermore,

the sites near or in the rivers, creeks and storm water outlets which

continuously discharge to the Suva lagoon maintained DOC levels greater than

0.8mg/L in the absence of any significant rain.

The modified FIA method measured DOC levels that were comparable to the

DOC levels obtained from an established Shimadzu 2000-UV HTCO unit.

Although the correlation between the average data from the two different

methods was weak, it was still a positive correlation and for some of the sites,

both methods showed very similar DOC values on each day of sampling.
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Recommendations

Future investigation into the involvement of chloride in the measurement of

DOC using the FIA system described in this work should focus on the following

areas.

• A second diffusion manifold could be placed after the UV chamber instead of

the micro-porous tubing. This manifold should eliminate the gases (including

chlorine) formed as a result of the persulfate photooxidation of the DOC

present in estuarine and coastal water samples.

• The modified FIA method should be used for the long term monitoring of

DOC in the Suva lagoon, so that predictions could be made about the DOC

budget of the lagoon and the adverse and positive effects of the DOC like

oxygen depletion and the complexation capacity of the lagoon for heavy

metals and organic pollutants like pesticides (Stumm & Morgan, 1981).

• The Ghost peaks should also be investigated, to ascertain their origin.
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APPENDIX



A 1.0

Typical plots for 1, 2,16,24 mg C/L standards prepared in DDW and 35°/Oo NaCI solution

Note:

• The standards were injected (analyzed) at least 4 times, the peak areas of each run was printed
immediately after each peak.

• The peaks that were labeled as SSW refer to the standards prepared in the 35%, NaCI solution
and the peaks labeled as DDW or D.D.H2O referred to the standards prepared in distilled
deionised water. The peaks were of the corresponding standards prepared in the two different
solvents (DDW and SSW) were placed immediately after one another for easy comparison

• The operating parameters of the integrator were as follows:

Attenuation 2A= 10
Chart speed CHT SP= 0.3
Area reject AR REJ= 35000
Threshold THRSH= 0
Peak width PK WD= 0.50
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A 1.0

Typical plots for 1, 2,16, 24 mg C/L standards prepared in DDW and 35°/oo NaCI solution

Note:

• The standards were injected (analyzed) at least 4 times, the peak areas of each run was printed
immediately after each peak.

• The peaks that were labeled as SSW refer to the standards prepared in the 35%o NaCI solution
and the peaks labeled as DDW or D.D.H2O referred to the standards prepared in distilled
deionised water. The peaks were of the corresponding standards prepared in the two different
solvents (DDW and SSW) were placed immediately after one another for easy comparison

• The operating parameters of the integrator were as follows:

Attenuation 2A= 10
Chart speed CHT SP= 0.3
Area reject AR REJ= 35000
Threshold THRSH= 0
Peak width PKWD= 0.50
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A 3.0

A Typical set of data for DOC analysis on a set of samples

Note:

• The seawater samples were injected (analyzed) four times, the peak area of each run was printed
immediately after each peak.

• The peaks that were labeled as "No oxidant" referred to the runs that involved the acidification of
the samples to quantify the measure inorganic carbon (ICm).

• The peaks that were labeled as" Full FIA system referred to those runs (peaks) where the total
carbon measured (TCm) were quantified (both the acid and the oxidant were used).

• The difference between TCm and ICm gave the peak area (carbon signal) equivalent to the DOC
present in the seawater sample pripr to correction for chloride interference.

The operating parameters of the integrator were as follows:

Attenuation T= 10
Chart speed CHTSP= 0.3
Area reject AR REJ= 35000
Threshold THRSH= 0
Peak width PKWD= 0.50
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A 4.0

Typical "Ghost Peak" plots for selected sites

Note:

• The seawater samples were injected (analyzed) four times, the peak area of each run was printed
immediately after each peak.

• The seawater samples were neither acidified (measure ICm) nor analyzed using the "Full FIA"
system (measure TCm).

• The seawater samples were analyzed under certain conditions specified on the peaks "untreated"
(injected directly after filteration), "bubbled with nitrogen gas for 15 minutes" (degassed) and
"bubbled with nitrogen gas for 15 minutes + moderately heated" (degassed and heated). The UV
source was also switched on and off.

• The operating parameters of the integrator were as follows:

Attenuation 2A= 10
Chart speed CHT SP= 0.3
Area reject AR REJ= 35000
Threshold THRSH= 0
Peak width PKWD= 0.50
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A 5.0

Raw DOC data for the sites on each day of sample analysis

Note:

The DOC values tabulated were the actual DOC levels measured in each site on each sampling
trip
The rainfall data given were the actual data for the 3 days before the sampling trip. The sampiing
trips were intentionally made on fine days.



A 6.0

Statistical analysis + sample calculation of the average freshwater dilution of the
seawater samples collected

• Square root transformation

. F- Test

• ANOVA (Analysis of variance)

• Average freshwater dilution



Square root transformation

The raw DOC data had to be transformed statistically because the raw means and their

errors in terms of their standard deviations (SD) were dependent on each other. For example,

a large mean will have a large standard deviation whilst a small mean will have a small

standard deviation. Furthermore, the errors were in some cases equivalent to the raw means.

Because of the above factors, the data was transformed through square root transformation

to stablish the errors (SD) and to ensure that their values are smaller than the transformed

means.

Sample calculation

Raw datum : a 0.778

Transformation: Va + 1 V0.778 + 1 = 1.333

All the individual datum for DOC at sites monitored were transformed in the above manner.

From the transformed data, the square roots means (SRM) and square root standard

deviations (SSD) were calculated.

To revert to the original form of the data, the SRM and SSD were squared.

(SRM)2 Transformed mean

(SSD)2 Transformed standard deviation



F - Test

The test was to determine any differences in the variances (SD)2 of sample populations, (e.g.

variances in the carbon recoveries of the FIA method used in the project and the FIA method

used by (Koshy ef a/., 1992).

FIA method used in this project:

Variance: 82.81

FIA method (Koshy et a!., 1992)

Variance: 24.01

Ftest=82.81/24.01 = 3.44, F critical 6,6 =4.2

Ho = The variances of the two sets of recoveries are equal, at 95% confidence interval. Since

Ftest is less than F critical, we accept Ho.

Raw DOC data:

Variance: 36.60

Transformed DOC data:

Variance: 30.25

Fteat=36.60/30.25=1.21, FOriticai=2.82 (95% confidence interval)

Ftest< Fcriticai, Therefore, there is no significant difference between the two sets of data
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